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SECTION 1

INTRODUCTION

The purpose of this report is to provide a single source of infor-
mation about the design and workings of the NASA Deep Space Command Detector
Unit (CDU) and to document the results of the testing of the breadboard model
hardware. The goal of this report is to supply sufficient information so that
anyone can read it and understand the design configuration, signal processing
algorithms, and the logic behind certain decisions that were made.

The CDU development's directive was to design and develop a command
detector based on the NASA Standard CDU (Standard) design, but using the Jet
Propulsion Laboratory (JPL) flight qualified 80G86 microprocessor family chip
set, and the same signal processing algorithms, implemented in 80C86 assembly
language. This was done to minimize cost of analysis and to maximize the
carry over from a unit that has been operating successfully in near-earth
applications for several years.

1.1 ORGANIZATION OF THE REPORT
The report contains eleven sections, which are broken down. into

four parts: Introduction, Analysis, Implementation, -and Test Results: -The
sections are listed below:

Part I ~ Introduction

Section 1 Intreduction

Part IT1 -~ Analysis

Section 2 Overview

Section 3 Analog Sections

Section 4 Subcarrier Tracking Loop

Section 5 AGC Loop

Section 6 Bit Sync Tracking Loop

Section 7 Lock Detector Loop

Section 8 Single Event Upsets/SKR Word
Part ITI - Implementation

Section 9 Hardware

Section 10 Software

Part IV — Test Results

Section 11 Test Results



1.2 METHODS USED
The main body of the CDU development draws upon two documents:

(1) HNASA Standard Command Detector Unit Engineering Report,
Motorola, February 1977. This document contains the analysis
used for the Standard; thus, it was heayily referred to dur-
ing the CDU development.

(2) Design Requirement, NASA Deep Space Command Detector Unit,
Document number DM514438, Rev.. A, V. R. Albrecht, August

1986. This document provides the design requirements for the
CDU implementation.

Since the CDU is primarily a digital system, most of the analysis
is ‘done in the ‘discrete time domain, using z-transform theory.

1.3 ACKNOWLEDGEMENTS

The CDU development is the result of the hard work of a lot of
people. In particular, the following people were directly involved with the
design, implementation, and testing of the CDU: Vie Albrecht (design and task
manager), Jeff Berner (analysis and software), Gene Hightower (software),
Frank Kollar (hardware and software), Jeff Packard (test equipment), Kermit
Peterson (testing), and Greg Stark (hardware and software).

Also deserving mention and thanks are M. A. Koerner and Dr. M: K.

Simon, who answered many questions and provided guidance during the design and
analysis phase.
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SECTION .2

OVERVIEW

This section begins with a general description of the Deep Space
CDU, moves on to describe the design in a little more detail, discusses the
differences between the Standard (DU and the Deep Space CDU, and then
degcribes the command channel interface characteristics,

2.1 THE CDU IN GENERAL

The NASA Deep Space CDU is a coherent demodulator for non-return to
zero (NRZ) data, binary phase-shift-keyed (PSK) modulated onto a 16 kHz sinu-
soidal subecarrier. The unit receives the subcarrier from the NASA X-band
Transponder (NXT).

Functionally, the CDU consists of a coherent. automatic gain control
(AGC) system, a sample-and-hold (S/H) circuit, an analog-to-digital converter
(ADC), a second order data-aided subcarrier tracking loop, a data-transition
bit synchronization loop, and & lock detector. Structurally, the CDU consists
of the signal-conditioning assemblies (AGC amplifier, S/H, ADC), and a fully
buffered microprocessor with an associated read-only memory (ROM) and a
random-access memory (RAM). Appropriate output buffers are provided to inter-
face with the spacecraft command and data handling subsystem for command data
transfer, engineering telemetry, and data rate control.

An important part of the CDU, which is resident in the NXT, is the
bandpass filter (BPF). The BPF, which has a noise bandwidth of about 4 kHz,
filters the signal that is input to the CDU. This filtering reduces the noise
that enters the CDU and bandlimits the signal to one-half the sampling rate,
which allows sampling without aliasing.

The coherent AGC system, which keeps the signal power constant,
utilizes a logarithmic-linear digitally controlled amplifier with a dynamic
range in excess of 40 dB. The AGC loop performance (i.e., noise jitter, set-
tling time, etc.) is determined by the AGC loop algorithm and loop coeffi-
cients stored in the ROM.

Upon receipt of the appropriate command from the digital processing
assembly, the sample-and-hold circuit freezes the analog input to the eight-
bit successive-approximation ADC and keeps it constant over the ADC conversion
time.

In contrast to the conventional data-aided loop implementation,
which requires mixers, filters, and ADCs in both the inphase and quadrature
channels, the subcarrier tracking loop takes advantage of the digital imple-
mentation by creating both the inphase and quadrature synchronization channels
with appropriate dedicated sample accumulators within the digital processing
assembly. The requirement for data-rate dependent digital filtering in each
of the two channels is eliminated by maintaining a constant sampling rate over
all data rates. A second order subcarrier loop is implemented in the tracking

2-1



algorithm, with ROM-resident loop coefficients selected to minimize steady-
state phase jitter, while meeting all specifications on acquisition time. The
subcarrier loop resolution is 1/64 of a cycle with a maximum allowable single
phase correction of 45 degrees.

The data-transition bit synchronization loop is driven by the con~
tents of another dedicated sample accumulator within the digital processing
assembly. The CDU design takes advantage of coherence between the subcarrier
and the data so that the bit sync loop resolution need only be accurate to
within a subcarrier cycle to provide effective bit syne resolution of 1/64 of
a subcarrier cycle. The maximum allowable phase correction is one-quarter of
a bit interval, with corrections made every eight data transitioms.

The lock detection algorithm is also ROM-resident, with coeffi-
cients chosen to exceed the specifications for probability of acquisition and
deacquisition. Again, all coefficients, and the algorithm itself, are com-
pletely ROM-resident.

2.1 BASIC SYSTEM DESCRIPTION

The CDU uses a coherent sampling approach to demodulate the subcar-
rier. This removes the subcarrier and translates the input sequences to base-
band. By sampling in quadrature, one channel represents the inphase, or data,
channel and the other represents the quadrature, or error, channel. The data
channel is used to perform bit synchronization, data detection, lock detec-
tion, and AGC'ing, while the error channel is used to perform subcarrier
tracking.

A block diagram of the CDU is presented in Figure 2-1 and a
deseription of each of the individual components follows.

2.2.1 Analog Circuitry

The analog input circuitry consists of the AGC amplifier, the
sample-and-hold, and the ADC. The AGC amplifier, discussed in detail in Sec-
tion 3, is a digitally controlled amplifier, whose gain is set by the AGC con-
trol word received from the processing assembly. The sample-and-hold ampli-
fier, operating in the track-and-hold mode, takes an error sample and a data
sample every 125 microseconds (every other subcarrier cycle). This sample is
input to the ADC for gquantizing and coding. The CDU uses a high-speed 12-bit
ADC with a +5 volt input range, which produces a bipolar complementary off-
set binary coded output, which is later converted to a two's complement out-
put. The sample-and-hold and ADC are discussed further in Section 7.

2.2.2 Subcarrier Tracking
To obtain the best performance, a data-aided subcarrier tracking

loop is used. The loop is a perfect second-order loop, so it can handle
expected Doppler effects associated with deep space missions. Subearrier

2-2
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Figure 2-1. CDU Block Diagram

tracking corrections are made at the end of each bit, which limits the amount
of Doppler that can be tracked. However, for the expected offsets, no
appreciable bit error rate degradation is expected. The subcarrier tracking
loop design is discussed in detail in Section 4.

2.2.3 Automatic Gain Control

A coherent AGC loop is used in order to control the input signal
power over the anticipated range of signal levels from the NXT. This loop
configuration allows the loop dynamics to be held relatively constant for all
input levels and signal-to-noise ratios. Its model is developed and analyzed
in detail in Section 5.

2.2.4 Bit Synchronizer

The data transition bit synchronizer loop implementation creates a
measure of the normalized synchronization error by integrating the data chan-
nel over a bit time for two cases: from the estimate of the beginning of the
bit, and from the estimate of the middle of the bit. A tracking correction is
made (if needed) every eight data ‘transitions. The loop 18 analyzed and fur-
ther discussed in Section 6.
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2.2.5 Lock Detector

The CDU has two operating modes, in-lock and out-of-lock; the mode
of the CDU is controlled by the lock detector. When the CDU is out-of-lock,
the AGC is forced to its maximum gain, which saturates the AGC amplifier;
thus, the input circuitry acts like a hard limiter. When an uplink subcarrier
is detected, the CDU is placed in the in-lock mode and the AGC is allowed to
seek its quiescent gain. The lock detector detécts the presence or absence of
the subcarrier by comparing the signal mean with a fixed threshold number. An
analysis of the lock detector, and the derivation of the threshold numbers, is
provided in Section 7.

2.2.6 Multiple Data Rates

Since the BPF remains constant for all data rates, the CDU must
sample at a constant rate for all data rates. This requires that the various
loops have data rate dependent scaling values to.keep the loop bandwidths and
performances constant for all data rates. This scaling is discussed in Sec-
tions 4, 5, and 6, where the scale factors are derived.

The data rate can be represented as an equation in r, where r is an
integer between 3 and 9. The data rate is

DR(r) = 4000/2T (2.2-1)

Thus, the available data rates are: 500, 250, 125, 62.5, 31.25,
15.625, and 7.8125 bps.

2.3 DIFFERENCES BETWEEN THE STANDARD CDU AND THE DEEP SPACE CDU

In implementing the CDU with the 80C86 microprocessor family of
parts, several differences between the CDU and the Standard developed. Since
this design began with the Standard as a baseline, a listing of the
differences that the change in hardware forced is provided. These differences
are:

(1) The CDU hardware implementation uses hardware that is JPL
flight approved class § parts, with the design centered
around the 80C86 microprocessor family of parts. The Stan-
dard used Level-B custom LSI devices.

(2) The CDU takes a set of samples (one error, one data) every
other subcarrier cycle (8 kHz sampling rate). The Standard
takes a set of samples every subcarrier cycle. The reason
for doing this is that the 80C86 is not fast enough to do the
processing needed between sample sets in one subcarrier
cycle. The Standard's microprocessor was custom designed for
this task, so it could handle the processing in one subcar-
rier cycle. The only effect of this change that the user
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(3)

(4)

(3)

(6)

(7

(8)

sees is that the maximum possible data rate is reduced [see
item (3)]. At the maximum data rate, 500 bps, the CDU is
operating at 8 k/(2*500) = 8 times the Nyquist rate, causing
no degradation due to sampling.

The maximum data rate of the CDU is 500 bps; the standard
also had bit rates of 2000 and 1000 bps. As was explained in
item (2), the 80C86 cannot process at the speed required to
handle 1000 and 2000 bps.

The pre-detection filter of the CDU is narrower than the fil-
ter (noise bandwidth = 12 kHz) of the Standard. This was
done to bring the noise bandwidth of the filter down to

4 kHz, one-half of the sampling rate. This could be accom-
plished because the maximum data rate of the GDU is one-
fourth of the Standard's maximum rate; thus, the 3 dB band-
width could have been cut up to a factor of 4. The bandpass
filter, which is a part of the NXT, is a 4-pole bandpass
(2-pole low pass equivalent) Butterworth filter with a mea-
sured noise bandwidth of 3.907 kHz.

The data rate dependent scaling factors in the CDU signal
processing algorithms are different than the Standard’s.

This is due to the changes in the ‘sampling rate and the noise
bandwidth of the predetection filter. The CDU signal pro-
cessing algorithms are the same; only the scaling factors
have changed. These changes are transparent to the user.

The CDU has hardware and software that provide single event
upset (SEU) reset capability; the Standard has no SEU reset
capability. This was added because the 80C86 is susceptible
to SEUs. An SEU reset causes the CDU to dreop lock and to
reinitialize the software to prevent the CDU from going into
an infinite loop or a halt state.

The various signal processing algorithms occur at different
times during a data bit. Thus, the software is brokemn up
into divisions that reflect the part of the bit in which the
processing is done (i.e., EOB, MB, etc.). The division of
the CDU's software into these blocks of processing time is
now two sample period increments, instead of the Standard's
one sample period increment. Again, this'was due to the
relatively slow speed of the 80C86.

The AGC amplifier's DAC is implemented with discrete parts
and uses only the nine most significant bits (the tenth bit
is always on). The Standard uses an integrated circuit
(AD7520) for its DAC, but this part is not JPL flight quali-
fied and could not be used in the CDU design. The fact that
the least significant bit is always on does not affect the
AGC performance in the range that the CDU is operated in.
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(9) The parameter that controls the bit sync tracking loop band-
width, BSCL, has different values for the in-lock condition
and the out-of-lock condition for the lower bit rates (the
Standard had one value for both conditions, due to limita-
tions in ROM size, which the CDU does not have). This was
done to speed up the locking up of the bit sync loop without
degrading the tracking [i.e., the bit error rate (BER)] per-
formance. .. The Standard had to trade between lock up time and
BER performance; the CDU can optimize both.

2.4 NXT/CDU INTERFACE

The CDU interface with the NXT is designed to accommodate the

following interface characteristics:

NXT

Qutput impedance

Output signal level (maximum range from all
sources including uplink mod-index of
0.5-1.3 rad.

Output variations in signal level (temperature,
life, radiation, etc.)

Output neise level (receiver locked, data rate =
7.8125 bps)

Output noise level (receiver out-of-lock)

Output SNR (ST/Ng = 10.5 dB command threshold,
data rate = 7.8125 bps, noise bandwidth = 4 kHz)

Prediction bandpass filter (part of NXT):

Type

center frequency
=3 .dB response
noise bandwidth

cD

Input impedance

<10 ohms maximum (in
geries with a 0.01uF
output capacitor)

50=300 mV rms

2.5 dB

2.0 V rms max

15 V peak max

-16.5 dB

4-pole Butterworth
16 kHz

3.3 kHz minimum

4 kHz maximum

10 kohms =5%

(in series with a
0.1 pF input
capacitor)



2.5

2=1
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SECTION 3

ANALOG SEGTIONS

To support subsequent ‘sections of this report, there are two analog
circuits that require analysis, the bandpass filter and the AGC amplifier.
The AGC amplifer gain and the predetection bandpass filter (BPF) noise
bandwidth are needed in Section 7.

3.1 THE BANDPASS FILTER

A schematic of the BPF used for the breadboard test is shown in
Figure 3-1. It is a two stage filter, with each stage being the same general
form; this was used to simulate the command channel predetection filter of the
transponder. Thus, to find the transfer function and the noise bandwidth, we
can ‘look at one stage and then cascade the transfer functiomns.

To find the transfer function of the BPF, we will work with just
one stage. The schematic of this stage, and the node current definitions is
shown in Figure 3-2.

+ WA 1l . - pmmes Vi

> >
A
3“2 15V i 2 -6V

Figure 3-1. Bandpass Filter Schematic

I21J-51 R3 l% T%

Ry Sy
V: QA AN 4 ot

—
I3

oV1

I
Rz

la|

Y

Figure 3-2. First Stage Schematic
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3.1.1 Transfer Function

Using Figure 3-2, we get the following equations:

I1 + I2 - 13 - 14 =0

<3
"

=t
o
+
-
2=}

We will now proceed to find the ratio of Vy/Vj.

First, we use equations 3.1-4, 3.1-3, and 3.1-8:

(3.1-1)

(3.1-2)

(3.1-3)

(3.1-4)

(3.1-5)

(3.1-6)

(3.1-7)

(3.1-8)

(3.1-9)

(3.1-10)

(3.1-11)



Next, we combine equations 3.1-7, 3.1-11, and 3.1-3.

1
I.R, =V, +
171 i 302R3
v v
i 1
I. =57 + (3.1-12)
1 Rl 502R1R3
Making use of equations 3.1-12 and 3.1-5:
) Vi = lel + 1432
v \'
B, )
IR, =V, -R +
472 i 1 (Rl 30231R3
V'
2V =¥y E‘Jﬁ”
273
_1
14 = sCR.R (3.1-13)
27273




Using equations 3.1~6 and 3.1-13 we get:

1 scl 472
sGl 1 2 302R2R3
V.G
21
I, =V.sC, +
2 1771 GZR3

Combining equations 3.1-1 and 3.1-11 through 3.1-14, we get:

0

I.+1I, - 13 -1I

1 2 4

v v V.C. V v
Ao 1 11 10 1
R, tscrr tTViC1 *CR *R,YSCRR
1 28173 o B 2%2%3

SCZRIRB 1 CZRB 3 302R231

FULI
= <

c
S N 1 i, 1
Vl ( + 8C, + +p ¢+ )

Vi

SGZRIR2R3

2
(R2 + 8 ClcleRst + sClR1R2 + sCleR2 + Rl)

—SCZR2R3

2
s (CIGZRIR2R3) + s(ClRle + CZRIRZ) + (R1 + Rz)

—sCZR2R3

C, +C R. + R
C,C.R.R.R [ sz+ s ( 1 2)+ 1 2 }

172717273 0102R3 ClCZRleR3

=
ot
(-1

L}

<
[
/7]
[ ]
+
w
——————
>
Q=
Al +
Wbl O
[g*]
e
+
=]
(]
Q=
[
(21
ﬁ
NPA
+
wr4
B

(3.1-14)

(3.1-15)



The transfer function of the second stage, Vy/Vi, is of
same form as V1/Vj, just with different values for the components.
get the following transfer function:

the
So, we

BARA
H(s) = 5= 7 =
Wh v
sz/clciglki
H(S) =
2, e (01+Cz ) , —1 (1_ ;*) 2, (Cl+cz ) N (1_ . ;_)
C,GoR3/ = RyG,Cy \By + Ry CiCRy)  R3CIC) \Ry R
(3.1-16)
3.1.2 Noise Bandwidth

The values of the components used in the BPF are given below.

Notice that the two stages are identical:

C1 = 1200 pF
]

C1 = 1200 pF

CZ = 1200 pF
¥

Cz = 1200 pF

Rl = 13.3 k
]

Rl = 13.3 k

RZ = 1.47 k

RZ = 1.47 k

33 = 52.3 k

R3 = 52.3k

(3.1-17)

(3.1-18)

(3.1-19)

(3.1-20)

(3.1-21)

(3.1-22)

(3.1-23)

(3.1-24)

(3.1-25)

(3.1-26)



Thus, let us make the following definition:

G = Elﬁ_ e (3.1-27)
1*1 o
1*1
Gl + CZ Gl + C2
By= pap =i (3.1-28)
3°1%2  rgpc,
=gt (B 15 oo (2 %) (3.1-29)
%1% "1 R/ rcic, R w,

This allows us to state the following:

GZSZ
H(s) = 2 (3.1-30)
2
(s + Bls + wl)
i 2
T4 3 2 2 2
s + 8 (231) + 8 (wl + wl + B1 ) + s(ZBlwl) + Wl
2 2
H(s) = — 5 . — X (3.1-31)
s + ZBls + (zwl + B1 ) s + zslwls + wl
The one-sided noise bandwidth, By, of a filter is defined as:
jo
B = —— L lH¢s)|? ds
N |H(m )lz jaw
o o
jco
—t
B, = - |E(s)|? as (3.1-32)
N 2 j2rw
2 |H(m°)| o



4—.———-
By = 5 1, (3.1-33)
2 ]H(wo)|
where
jr.n
I, = 3%; |HCs) |2 ds (3.1-38)
_jcn

From [3-1], we know I4, if H(s) is of the form:

e353 + ezsz + els + eo

H(s) = 2 3 3 (3.1-35)
d4s + das + dzs + dls + dO
So, for our case we get
e3 =0 (3.1-36)
ey = G2 (3.1-37)
e1 =0 (3.1-38)
eg = 0 (3.1-39)
dg = 1 (3.1-40)
d3 = 2By (3.1-41)
d, = 2W, + B2 (3.1-42)
2 1 1

d, = 2B,W, (3.1-43)
a =W (3.1-44)
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And from [3-1], I4 reduces down to:

2
e dd.d
I, = 22 ol ’; (3.1-45)
24 4, (-doda - a4, + dldzds)
"2 4
I, = 2 3 (3.1-46)
2 (-d°d3 - a,%a, + dldzds)

Thus, using equations 3.1-36 to 3.1-44 with equation 3.1-46, we get:

¢* (2B,¥,)
I = - > > 5 (3.1-47)
2 (-wl (2B))% - (2B,W)" + 2B,W, (2W, + B, )(231))

4
) B, W, €
2, 2 2, 2 2 2
[—451 wl - 4Bl wl + 4Bl Hl (zwl + B1 )]
4
B.W.G
S b S
4
4B W,
4
I, = —G—:,: (3.1-48)
4B,

Now, the BPF is designed so that the center frequency is wg.
Thus, we have the relation:

W. =0 (3.1-49)
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So,
2 .
IH(wo)| = H(Jw ) H(-ju )
(_szz) (_szz)
- o . o .
T[4 3 2 2 .2 2 4
(No = Joy (2B,) - w/ (20)0 +Bl) + Ju (231:00) + mo)
=
4 3 2 2 2 . 2 4
(""o + Jo (2B,) - wj (2:00 +B}.) - Jmo(ZBlmo) + mo)
G4m4
= o
2 .2 4 3
I:(m 2w —w Bl +m°.) + ] (—ZBlmo +281w ) }
X 1
2.2 4 . 3
[(m -—2w° —Bl wo +wo) + 3 (ZBlmo -ZBlwo) :I
4 4
_ G mo
- 2.2
[o78) [ 53)
4
|H(“‘o)[2 = G_z;_ (3.1-50)
By
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Thus, we then get By:

B =t “4
N~ 2 2
|H(m0)
4
1.6 By
=2 3 4
48,° €
B
_-1
By =3 (3.1-51)

Using equation 3.1-28 and the component values, we get the value

of By:
C, +C
B =212
N = 8 B,CC,
1 x 10722 4 1200 x 10712
=3 2
(52.3 x 10%) (1200 x 1071%)
B, = 3.983 KHz (3.1-52)

The actual measured By of the filter used for CDU breadboard
testing is 3.907 KHz.
3.1.3 3 dB Bandwidth

The other useful characteristic of the BPF is its 3 dB bandwidth.

From equations 3.1-30 and 3.1-49 we know that

stz

H(s) = 2 (3.1-53)
(sz + Bls + mi)
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and

(3.1-54)

The 3 dB frequencies are those such that

|H(w )12
—a—_1 (3.1-55)

LN .

From equation 3.1-50, lH(mo)Iz is knownj. this gives us the following:

1,
5 = (3.1-56)

We now solve for wgz:

€
[o 3
I
e
W
T —
L}
[} ]
)
1
-
e
w
€

le]
n

wg + (V2 - 1) B wi (3.1-57)

1¥3 ~
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We can now use the gquadratic formula to find the 3 dB frequencies:

TVOZ - D) B, N7 - 1) Bi + 4wd

@, = 5 2 (3.1-58)

Substituting in the values of B; and w, we get:

wy = 111306.53 and 90796.836 radians
93
f3 = on = 17.715 KHz and 14.451 KHz (3.1-59)

This gives us a 3.264 KHz 3 dB bandwidth. The actual measured 3 dB bandwidth
of the filter used for CDU breadboard testing is 3.20 KHz.

3.1.4 Filter Results

A plot of the magnitude squared of the BPF is given in Figure 3-3;
a plot of the phase response is given in Figure 3-4.

3.2 THE AGC AMPLIFIER

The AGC amplifier consists of an R-2R ladder network, connected to
a current to voltage converter amplifier (I/V amp) to form a digital-to-analog
converter (DAC), and a dual gain amplifier stage to provide the needed gain as
a function of the lock status. The simplified circuit is shown in Figures 3-5
and 3-6.

3.2.1 The R-2R Ladder Network

The AGC loop outputs a digital control word, which controls the
switches in the resistance ladder., These switches control the amount of
current that goes to the I/V amp, thus controlling the gain of the first stage.

Since the input to the I/V amp is at virtual ground, no matter
which position the switches are in, the input impedance seen by the input
signal to the CDU is constant. Using simple circuit theory we see that Zj;,,
the CDU input impedance, is:
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Figure 3-3. BPF Magnitude
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Figure 3-4. BPF Phase
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N1 Ry Np Ry Ny Ry Ng Ry Ng Ry Ng Ry Ny Ry Ng Ry Ng Ry Nig

—i
- ) - OP AMP
Figure 3-<5. Resistor Ladder
R4 R4
s A\ ey e A e
- LOCK
L | m—— | | STATUS 1.-——“-—0
THA; C o C2
L p—— V
FROM 2P ! 0
LAgDER O 'b/ -0 TQ
I ' SAMPLE-AND-HOLD
| SR |

R

Figure 3-6. Amplifier
Z, 0= Coo RJIR, + ROIIR, + ROIIR, + R)IIR, + RDIIR, + R)IIR,
+ ROIR, + RDIIR, + DR, + RDIR, (3.2-1)

Now, R,, is equal to 20 k ohms plus the resistance of the switch,
which could be as high as 1 k ohm. However, the switch resistance is just 5%
of the 20 k ohms, so we can ignore it. Thus we have:

R, = 20 k (3.2-2)
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Ry = 10 k

Re = 20 k

Substituting in these values, we quickly see that:

Zin = 10 k

(3.2-3)

(3.2-4)

(3.2-5)

Also notice that at any node along the ladder where there is a
switch on the resistor that the impedance looking into the op amp is 10 Kk,

which is equal to Ry.

Moving on, we wish to calculate the currents Iy through Iig.
Since the impedance at any node, N through Nyg, is Ry, we see that the

voltage at node j, Vi, is just:

Rb

Vj =—""'Rb+thj_1
v
o =1
Vj =7

(3.2-6)

This is for j equal to 2 through 10. For J equal to 1 we have:

Vi =Vin
Thus, we can see that:
: vin
V., = =57 ’ J = 1 through 10
o ,i-l
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Then, the current through any branch is

[ - sn 1
3 -1 R,

oo 10 10-g
J 1024 in

3.2.2 The DAC

We now connect the output of the ladder to the op amp.

(3.2-9)

Given the

fact that the j = 10 branch is always connected (no switch), we see that:

9
0= 4+ v 0 + 2 Lo A, 210-d
z in | 1024 1024 23
£
j=1
9
-4
v =10 10-j
z. = 1024 Vin 1+ZAJ .
3=1
-4 9
v _ 10 10-]
v, T ~2¢ Jo24 |1 Ay 2
n "
j=1

where Z¢ is the feedback impedance of the op amp, V' is the

(3.2-10)

output voltage of the op amp, and Aj is 1 if switch j is on and 0 if switch

J is off.

We see that Zg is:
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Given the following:

Ry = 196 K (3.2-12)
Cy = 100 pF (3.2-13)
Thus:
10
7. = 10 (3.2-14)

f -5 -1
s + (1.95 x 10 )

We are interested in frequencies around 16 kHz. So:

10
10
12¢] = 172

5.2 5.2
(2 x 3.14159 x 16 x 10°) + (1.96 x 107) )

|zf| = 88.7 k (3.2-15)
Thus:
9
v _  8.87 E : 10-3
vin = =~ 1024 1+ Aj 2 (3.2-16)
E
3.2.3 The Dual Gain Amplifier

The input resistor to the second stage amplifier is controlled by
the lock status of the CDU. If the CDU is out-of-lock, the value is 3.09 k;
if the status is in-lock, the value is 12.1 k. Since we are dealing with
smaller resistors, we must include the resistance of the switch; thus, the
values are 4.09 k and 13.1 k, respectively.
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Designating the input resistance as R, we see that the gain of the
amplifier is: :

%_
:—? - jl—;- : (3.2-17)
274
The values for R4 and Cp are:
Ry = 69.1 k (3.2-18)
C; = 100 pF (3.2-19)

For the 16 kHz range of frequencies, we get the following:

v
{r’% = 5—54% (3.2-20)
Thus:
v 9
2. 496.4 (4 E A 210-d (3.2-21)
vi R 3
n .
J=1

We will now examine the two cases.

3.2.3.1 Qut-of-Lock

When the CDU is out-of-lock, all switches are on and R equals
4.09 k., Thus:

= 124.17 (3.2-22)
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This gain is not realized over the entire signal range due to
amplifier and ADC saturation. Measured values give the following results:

For 20 mVypg input, gain is 129
For 50 mV.pg input, gain is 106.4

For 300 mV pg input, gain is 19.2

3.2.3.2 In-Lock

When the CDU is in-lock, the value of R is 13.1 k. So:

\)
o

vin

9
=3.79x10°% |1+ E A, »10-d (3.2-23)
j=1

The gain then ranges from 3.79 x 10~2 to 38.76, a 30.1 dB voltage
dynamic range.
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SECTION 4

THE SUBCARRIER TRACKING LOOP

The CDU tracks the subcarrier by using coherent sampling to
demodulate the subecarrier and a second order suppressed-carrier data-aided
loop for tracking. The loop uses data rate dependent scaling to maintain a
constant phase jitter for all data rates.

This section provides the details of the design, analysis, and
implementation of the subcarrier tracking.

4.1 SUBCARRIER LOOP MODEL

As will be described in 'subsection 4.2.1, the input signal to the
subcarrier loop may be considered at baseband. This baseband signal is just
the phase of the subcarrier at the instant of the error sample. Thus, the
subearrier loop block diagram is just a phase diagram and is shown in
Figure 4~1.

The various blocks of Figure 4-1 are:

1) Sample-and-Hold/ADC .~ The sample-and-hold is triggered by the
output of the digitally controlled oscillator (DCO). The
subcarrier loop is trying to sample at the zero crossing of
the input sinuscid.  If the error in detecting the zero
crossing is ¢ and the peak amplitude of the input is A(r)
(which is determined by -the AGC loop), the data modulation is

BIT SYNC STTQ
!

i

N-SAMPLE
SAMPLE-AND-
Bt} e HOPL'E,E/:D“::D ACCUMULATE @— SCALING
AND DUMP

4

g(nTs) | DIGITALLY
CONTROLLED f=
OSCILLATOR

LoQP
FILTER

Figure 4-1. Subcarrier Loop Block Diagram



then the output of the sample-and-hold which is A(r)d(t)sin
(¢). The ADC (analog-to-digital converter) converts this
output into an eight bit (seven bits magnitude, one bit sign)
two's complement byte.. The saturation voltage of the ADC is
+5 volts; thus, the output of the ADC is:

127/5 - A(r) d(t) sin ($)

(2) N sample Accumulate-and-Dump - This is also known as the
error: acctmulator (BACC). N is the data rate dependent
number of samples which is -equal to the number of samples
per bit; thus, the output of the EACC is the sum over one bit
period.

(3) d(nTs) - This is the data estimate for the bit time that was
just. accumulated in DACC. The data-aided loop uses the data
estimate to remove the data modulation and to improve the
tracking performance (hence the name "data-aided").

(%) Scaling - To keep the loop dynamics the same for all data
rates, the output of the error accumulator is scaled by a
data rate dependent constant.

(5) Loop filter - This consists of a two branch digital filter,
which is described in Appendix 4B,

(6) Digitally Controlled Oscillator (DCO) - This issues the zero
crossing sample time command after counting a certain number
of clock cycles based on the subcarrier frequency. When a
correction count is received from the loop filter, the DCO
adjusts its count accordingly to advance or retard the
sampling phase.

4,2 ANALYSIS

In this section we will look at the subcarrier tracking loop in
detail. After discussing ccherent sampling, we will find the z-transform of
the loop and derive the loop properties.

4.2.1 Coherent Sampling Demodulation

The signal input to the sample-and-hold is (ignoring the noise):

x(t) = A(r) d(t) sin (wt + 6) (4.2-1)



The sampling period is equal to the nominal sampling period (the
reciprocal of the sampling rate) minus the DCO adjustment. Thus:

Tg = Tg - ak-1 (4.2-2)
where
Tk = kth sampling period
TS = nominal sampling period
a .= (k-1)th DCO adjustment

The sampling instant, ty, is just the sum of the sampling
periods, or:

k
tk =Z Ti (4.2-3)

i=1
k
X Z (Tg - 23.1)
i=1
k-1
ty = kT - a, (4.2-4)
i=0
So, at tys
x(t,) = A(r) d(t,) sin (wt, + 6,)
k-1
x(tk) = A(r) d(tk) sin cok'Is + Gk - E wa, (4.2-5)
i=0



Now, if we choose 'I'B such that

we then have:
k-1
x(t,) = A(r) d(t) sinf2nkw + 6, - E wa
i=0
k-1
x(tk) = A(r) d(tk) sin Sk - E wa, (4.2-7)
i=0

Thus, we just have the sine of the phase error at time ty [4-4].

In other words:

¢ = 8 - Z wa © (4.2-8)

This ¢ is just the zero crossing error we discussed in
Section 4.1.

For the CDU, the subcarrier frequency is 16 kHz and the sampling
rate is 8 kHz. Thus:

Ts = *“'l——g sec. ( 4.2-9)
8 x 10
3
st - 2 x310
8 x 10
wIs = 47 (4.2-10)

4-4
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Since we are: sampling in 4w increments, the subcarrier phase
component drops out; thus our sampling scheme demodulates the subcarrier and
provides a baseband signal.

Before we leave the demodulation section, one final question must
be asked: "Is the sampling bandwidth wide enough?"

To avoid aliasing, the bandwidth of the data modulation should be
less than or equal to one-half the sampling rate, or 4 kHz. The worst case
condition occurs at the highest data rate, which is 500 bps. From [4-7] we
know that the normalized spectrum of the baseband NRZ signal is

sinz (wfIb)
2
b)

S(f) = (4.2-11)

{(wfT

Thus, in the range of 4 kHz (say 3.9 kHz) and at 500 bps, we have

2

SCE) = gin 0 1/502
(v (3900)(1/500))
-4
S(f) = 5.75 x 10 (4.2-12)
S(f) = - 32.4 dB

The signal is 32.4 dB below its peak, so, we can safely sample at
the 8 kHz rate, since the signal is well contained in the 4 kHz bandwidth.

4,2.2 Derivation of the Closed Loop Transfer Function
To find the closed loop transfer function we must first generate

the z-transform of our system. To do this, we must make two assumptions te
facilitate the analysis.

4.2.2.1 Assumptions
The first assumption is that the error in finding the zero

crossing, ¢, is small enough that we may say:

sin () = ¢ ' (4.2-13)



The second assumption is that the N sample accumulate-and-dump can
be replaced by a gain of N, and a reduction in the system's clock rate of N
(i.e., the system's clock rate was N times per bit; it is now once per bit).
This assumption is discussed further in Appendix 44.

4.2.2.2 Z-Transform

Making use of these assumptions, we get the following tracking loop
block diagram.

d

012) + + thﬁhll Kp - Ka [ ke

i |

Bi2)

Di(z} = Fl{z} (=

Figure 4-2, Simplified Block Diagram

where:

Detector gain (sample-and-hold/ADC)

il
L=
[}

127/5 A(r) d(t) (4.2-14)

Kp = number of samples per bit

= N(r) (4.2-15)

Kg = Loop scaling factor

= ESCL(r) (4.2-16)



F(z) = Loop filter transfer function (derived in Appendix 4B)

D(z) DCO transfer function (derived in Appendix 4GC)

D(z) = & L (4.2-17)

If we open the loop, we can find the open loop transfer function

G(z):
_ &2
6(z) = 6(z) | open
= K K, Kg d F(z) D(z)
2w F(z)
= Ky Ky Kg 64 21
6(z) = K -E%l (4.2-18)

where:

4 21
K=KyK, Kgdig,

- —%1 A(r) d(t) d N(r) ESCL(r) %f

K = 0.79375 v A(r) N(r) ESCL(r) d(t)d (4.2-19)

The product d(t)a may be replaced by its statistical average [4-3].

Thus:

E{d(6)d) = (+1) P_ (4(t) = &) + (-1) P, (&(t) # @)

(1 - Pe) - Pe (4.2-20)
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E{ad} = 1 - 2 P_

where
P = 0.5 erfc (VR )
e s
Rs = STb/No
and
o
erfc(x) = -2 exp(- t2) dt
Y
x
erf(x) = 1 - erfe(x)
Thus:

E{dd} = 1 - erfc OR)
E{dd} = erf (‘VR;)

This gives us the following for K:

K = 0.79375 v A(r) N(r) ESCL(r) erf C?RS)

(4.2-21)

(4.2-22)

(4.2-23)

(4.2-24)

(4.2~25)

(4.2-26)

(4.2-27)



The closed loop transfer function, H(z), is:

o~

_ 8(z)
B(2) = g(2)
- G{(z)
T 1 + G(z)
K F(z)
_ z~1
- K F(z)
1+ (z-1)
K F(z)
B(z) = 00+ K 7 (2) (4.2-28)
In Appendix 4B, we find
F(z) = (EGFO + E%%l) (4B-2)
Substituting equation 4B-2 into 4.2-28, we get:
ECF0 (z-1) CF1
) K ( CF 2= + E )
H(z) =
ECFQ (z-1) + ECF1
(z=1) + K ( 71 )
- K (ECFO z + (ECF1 - ECFO))
(z-1)® + K (ECF0 z + (ECF1 - ECF0))
H(z) = K (ECF0)z + K (ECF1 — ECFO) (4.2-29)

22 + z (K (ECFO) - 2) + (K (ECFl - ECFO) + 1)

From the closed loop transfer function we can derive the loop
bandwidth.



4,2.3 Derivation of By,

For a loop whose update time is Ty (the bit time), the one-sided

loop bandwidth is:

W

W

B =73
111 1 D g ret ©
2 Tb |H(1)|2 jow Iz|=1 z

Let:

1 -1, dz
12 = 27 ¢ H(z) H(z ™) z

|z|=1

and with the fact:

we get:

I, is calculated in Appendix 4D. Using that result, we get:

1 2 ECFl + K (ECFI)Z — 3K (ECF0)(ECF1l) + 2K (ECP0)2

BL - ZTb (ECF1 - ECFO0) (2K (ECF0) - K (ECF1l) -4)

4-10

(4.2-30)

(4.2-31)

(4.2-32)

(4.2-33)

(4.2-34)



4.2.4 Derivation of Loop Jitter

The loop signal-to-noise ratio may be defined as [4-3]:

R_ ert’ (/R )

p:
B, Ty

(4.2-35)

We also know [4-3] that for large p that the phase jitter, oy, is:

2 _ 1 _
q¢ =5 (4.2-36)

Thus:

BL Tb

1
[+3 =
¢ Rs erf Qvﬁg)

(4.2-37)

where L) is in radians.

4.2.5 Derivation of the Probability of Cycle Slip

The analysis in this section will make heavy use of the results and
observations of [4~3] and [4-8].

For large p, [4-3] states that the average rate of cycle slips,

S, is:

2
T - 1[93 - . -
5§ =2 BL 5 exXp (2 3 ) p (4.2-38)

Although this equation is for a first order data-aided loop, [4-3]
gives experimental data that the actual rate is within a factor of ten of §.
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Thus, for this analysis, we will assume

mla

_ : 2
s < 20 BLJgirexp!:u(Z- )p (4.2-39)

_ From [4-8] we know that cycle slips are a Poisson process, with
rate §. From [4-9], we know that the probability of k occurrences in time t
of a Poisson process with rate A is:

"
Prob (k) = e b 1%%1— (4.2-40)

If we let Ny be the number of bits in the period of time we are
checking, the probability of a cycle slip is:

p (eyele slip) 1 - p (no cycle slip)

o (cycle slip) =1 —exp [ - § N, T,] (4.2-41) .

4.3 DERIVATION OF THE COEFFICIENTS

Now that all the analysis has been done, we are left with three
coefficients to solve for: ESCL(r), ECFl, and ECF0. Their solutions follow,
4.,3.1 ESCL(r)

For the subcarrier loop dynamics to remain constant, the product
By Tp must be independent of the data rate so:

B.T. = 1l 2 ECFl + K (EGFl)z — 3K (ECFO)Y(ECF1l) + 2K (ECFO)Z

LIy = 2 (ECF1 - ECFO0) (2K (ECFO) - K (ECF1) -4) (4.3-1)

Since ECF0 and ECFl are constant for all data rates, for ByTy
to be constant, K must be constant for all data rates.

Recall equation 4.2-27:

K = 0.79375 7 A(r) N(r) ESCL(r) erf cVﬁ;) (4.2-27)
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In Section 5, we will see that

A(r) N(r) = E%? A,(r) N(r)
A(r) N(r) = <DACC> E§F (4.3-2)

where <DACC> is the expected value of the data accumulator.
Thus:

X

K=73

<DACC> ESCL (Tr) (4.3-3)

(We assume erf (VRg) = 1, which is true at threshold.)

K is a constant that determines ESCL(r) and its choice is left to
us, sSo let us say:

n
N K= 2 (4.3—4}
Then we get:
ESCL(T) = Sross (4.3-5)

Since <DACC> is calculated in Section 5, we now know ESCL(r).

4,3.2 ECF1

As is discussed in Appendix B, the second order branch of the
digital filter has a limit placed on it due to the requirements of [4-10].
This limit is that the second order branch may not contribute more than a
one-sixteenth of a subcarrier bump per DCO bump.

The DCO issues the sample command in units of sixty-fourths of a
subcarrier period. The limit of 1/16 Tgqyp (Tsyp is the subcarrier period)
means that the maximum correction provided by the second order branch is 4,
since 1/16 equals 4/64. The worst case is when we are the limiting point and
are making the maximum correction. Thus:

4 = 27 ECF1 (4.3-6)
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ECF1 = 2-3 (4.3=7)
4,3.3 ECFO

Since all other loop parameters have been solved for, ECFO will
determine the final characteristics of subcarrier loop.

The variation of the subcarrier compared to the bit time is small.
Thus we can say:

sTp << 1 (4.3-8)

The mapping between the discrete z-plane and the analog s-plane is

z=e (4.3-9)

Since equation 4.3-8 is true, we can state:

z~1+ 8T (4.3-10)

Substituting equation 4.3-10 into the denominator of equation
4,2-29, we get:

Hy(s) = (1 + sTb)z + (1 '+ ST, )(K(ECFO) - 2) + [K(ECF1 - ECFO) + 1]
2.2
=1+2T, s+s° T,” + K(ECFO) - 2 + s T, K(ECFO)
- 2 T, s + K(ECF1) - K(ECFO) + 1
= sz T 2 + 8(2 T, - 2 T, + T, K(ECF0))
b b p ¥ Tp
+ (1 + K(ECFO) - 2 + K(ECF1) - K(ECFO) + 1)
2.2
= s® 1,2 + s T, K(ECFO) + K(ECF1)
H.(s) =T 2 32 + K(ECFOQ) 8+ K(ECF1) (4.3-11)
D b T 2
b T,
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The standard definition of a denominator of the form of equation

4,3-11 is:

Thus:

From [4-12] we have a target value for { of 0.76.

HD(S) = 32 + 2 w { s+ wi

2 _ K(ECF1)
O = T 2
b
20 = K(ECF0)
n Tb

¢ - ECFO [ X
= 2 NEcr1

already know ECFl and K, we can find ECFO:

e
ECFO = 2 (0.76) %3
2
_ L.s2
Y1l6w
ECFO = 0.214

Since we

(4.3-12)

(4.3-13)

(4.3-14)

(4.3-15)

(4.3-16)

Since we want to implement ECFO with bit shifts, we choose the
closest power of 2 to this value, Thus:

ECFO = 22

T = 0.886

4-15
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_0.222
o = T, (4.3-19)

Thus, we have all the parameters of the loop solved for.

4.4 RESULTS

The numeric results of our previous analyses follows.

4.4.1 Data Rate Dependent Results

With an assist from Section 5, the values for ESCL(r), B, and
wy are given in Table 4-1.

Table 4-1. Values for ESCL, By, and wp

Data

Rate r <DACC> ESCL By w
500 3 210 2~6 78.3 111
250 4 210 278 39.2 55.8
125 5 211 2”7 19.6 27.8
62.5 6 212 278 9.8 13.9
31.25 7 212 278 4.9 6.95
15.625 8 213 272 2.45 3.48
7.8125 9 24 2™? 1.23 1.74
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4.4,2 Phase Jitter

At threshold, Rg is 10.5 dB, or 11.22. Recalling equation
4,2-37, we get:

B, T

o, = Lb_ 1 (4.2-37)

¢ Rs érf (V§;3

_]9.157 1
“.]11.22 erf (3.35)

_ 0,118
= 0.99999 Tad Tms
c¢ = 6.78 degrees rms (4.4-1)
4.4.3 Probability of Cycle 8lip

For the threshold Rg of 10.5 dB, using equation 4.2-35, we get:

p = 71.8 (4.4-2)

Given p, we now calculate the probability of a cycle slip in
128,000 bits at threshold from equations 4.2-39 and 4.2-41:

Prob

1-exp| - 20 (95151)\f1;;§1 exp [ - (z - g—) (71.3)] (128000) T,
b

Prob

1-1=20
The probability of a cycle slip occurring at threshold is well below the
required 1.0 x 10™3 [4-10].

At Rg equals 7 dB, we find:

p = 31.8 (4.4-3)
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2
Prob = 1 - exp (—20 (g;léz)\fglzﬁi exp | - (2 - 5 (31.8) | (128000) T, )
b

7.42 x 10"5

Thus, at 7 dB, the probability of a cycle slip is 7.42 x 103,

Note that these results are based on an assumed formula for § which
is only known to be true for the first order DAL.
4.4.4 Doppler Rate Induced Phase Error

The digital filter that we are using is a perfect integrator.

Thus, the input to the loop is

a(t) = % Rt? +at+8 (4.4-4)

where R is the Doppler rate and wp is the Doppler eoffset, The steady
state phase error is [4-13]:

R_
Gss =73 (4.4-5)
W
n
where wd is defined by equation 4.3-19.
From [4-10] we can state that
R = (9.765 x 1073y 2T X16 X 103 (4.4-6)
- * 22(1'--3) *
Using the definition of Ty:
r-1
g -
Tb = 2000 (4.4-7)
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we get:

3y, 1x32x 10°

R = (9.765 x 10~
(2000 Tb)z 24

R o= (1.2499 x 107 EE (4.4-8)

To

Recalling equation 4.3-19:
w ="y (4.3-19)

we can now get:

(1.2499 x 107 T
T
b
ess = 0,222 2
Tb
8, = 0.0797 rad (4.4-9)
ess = 4,57 degrees (4.4-10)

Thus, in the presence of the maximum Doppler rate, the steady state phase
error is only 4.57 degrees.
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4A Z-TRANSFORM OF AN ACCUMULATE-AND-DUMP

The accumulate—and-dump can be represented by:

N-1
y(k) = Y x(k-1) (44-1)
i=0
The z-transform is:
N-1
(z) =Z X(z) z % (44-2)
i=
N-1 N
= x2) Y @™H
i=
z_N - 1
¥(z) = X(z) "7 (4A-3)
z -1
Thus, the transfer function, A(z), is:
E:E_:_l
A(z) = 53 (4A-4)
z -1

A(z) is "observed" once every N samples.

Let's look at the frequency domain. Remembering that the sampling
rate is Tp/N, where N is the number of samples per bit, we get the following
substitution:

zZ =8 (4A-5)
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we then find:

IO 7

Jw

S
Bl

Jow

sin (m
(4A-6)

[}

|Aw) |

sin \w

Sl Nl

Now, let us find the transfer function of an integrate-and-dump

filter. Notice:
b b
[ = f - [ (4A-7)

So, since we know the transfer function of an integrator integrating from
negative infinity to a time t, [4-14], we have:

-jw Tb
i e L
H(w) = Tb o ~Je (4A-8)
jmT'
SPEY ISR
- 1l e e -8
Tb Jw
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-] % Tb sin —E—h
H(w) = e (4A-9)
w T
b
2
The factor of 1/Tp is to normalize the output. Thus, the
magnitude is:
w T
gin __Eh
B | = | —57 (4A-10)
—b
2

If we scale |A(w)| by 1/N (to give it unity value at its maximum)
and compare: the frequency responses, we can see that the two transfer
functions are almost identical for the range of values that we are interested
in (see Figures 4A-1 and 4A-2). Thus, we can say that the accumulate-and-dump
behaves like an integrate-and-dump, with a gain of N. And since A(z) is only
"observed" once every N samples, it reduces the system clock rate by a factor
of 1/N. Thus we can state:

The accumulate-and-dump can be replaced by a DC gain of N and
sampling rate is reduced by a factor of N.
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Figure 4A-1. Frequency Response - Accumulate-and-Dump
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Figure 4A-2.
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Frequency Response - Integrate-and-Dump
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4B Z-TRANSFORM OF THE DIGITAL FILTER

The block diagram of the digital filter is shown in Figure 4B-l.

ECFO

Yiz)

X(z) —o

+
M z- ECF1

CLIPPER

Figure 4B-1. Digital Filter Block Diagram

The largest bump that the DCO may make is one-eighth of a
subcarrier period. Of this, a maximum of one-sixteenth may be caused by the
second order branch. Thus one-half of the maximum correction may come from
the second order branch. This translates into limiting the range of the
integrator to the range -128 to 128. That is why the clipper is placed in the
second order branch.

The z-transform of the filter is:

¥(z) = ECFO X(z) + z + ECF1 (B~ (4B-1)
_ 1~z

(4B-2)

F(z) = (ECFO + Eg§li)

4C. Z-TRANSFORM OF THE DIGITALLY CONTROLLED OSCILLATOR

To obtain the z-transform of the DCO, we must first discuss some
Digital Phase Locked Loop (DPLL) -theory, specifically nonuniform sampled
DPLL's. Most of the following comes from references [4=1] and [4=2].

The DCO's job is to convert the output of the digital filter into a
phase bump that is an integer number of 64ths of a subcarrier cycle. The DCO
does this by a adjusting the sampling time to sample at the zero crossing of
the subcarrier. This adjustment leads to nonuniform time periods between
samples. Observe Figure 4C-1:
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|
I
|
|
e T(1)—sfe—T(2) —-{ I~—T(k+n ——|
Figure 4C-1. Time Periods Between Samples

The t(i) are the sampling times; T(i) are the time periods between
successive samples, Obviously, from Figure 4C-1:

T(J) = t(3) = t(j - 1) (4C-1)

3
€(3) = E (1) (4C-2)
i=1

The DCO issue the sample command at time t(j); thus, the phase of
the output from the sampler is

B(I) = wo t(J) + 8o(t(J))
B(3) = wo t(J) + 8p(J) (4C-3)

where wg is the subcarrier frequency and 6,(j) is the estimate of the
medulated data.

The DCO's output pulse (sampling command) is a measure of its

phase; the DCO. issues the pulse once per cycle, or, once per 2w radians.
The DCO's phase is also, by definition, the output phase of the sampler. So,

after j pulses, we have:

B(i) = 2m] (4C-4)
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By definition, the natural period of the DCO, T, is:

_ 2%
T = o, (4C-5)

The sampling perioed, T(Jj), is equal to the natural period, T, minus
correction term. This correction term is the previous output of the loop
filter, f(j-1). So:

T(3) =T - £(3-1) (4C-6)
Rewriting equation 4C-3:
8o(3) = B(I) = wo t(J) (4C-7)

Combining equations 4C-3 through 4C-6:

3
90(;]) = 27 ~ @, E T(i)
i=0
J
= 21 - W, Z (T - f(i-1))
i=1
J
= 2n) - W, Ty + w, E f(i-1)
i=¢
3
= 2wj - 27 + W, Z f(i-1)
i=1
J
8,(3) = v, E £(i-1) (4C-8)
i=1
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Then:

j+1
8 (3+1) = NOZ £(1-1)
i=1
(4C-9)
3
= £(3) + o Z £(i-1)
i=1
So:
8o(J+1) - 845(3) = wg £(J) (4C-10)
Taking the z-transform:
z 045(2) = 85(z) = wy F(2)
85(2z) (2-1) = wg F(2)
8 (2) )
o _ =2 (4C-11)

F(z) "z -1

One step remains. The output of the DCO must be scaled so that it
is in steps of ome sixty-fourth of a cycle. So, we must scale f(j) so it is
in these units as well. This means we want

£'(3) = ﬁ £(3) (4C-12)
From equation 4C-5, we know
So:
wOT '
£1(3) = 5, £ (4C-13)
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Thus:

4.D

wOT N
eo(j+1) - eo(j) = %4 £(3)

uOT
6 2

[}

9, (2z) (z-1)

6 (z) on 1
= F(z) - 64 (z-1)

(=
-~
(3]
~
I
1}

D) = & o

CALCULATION OF I,

From [4-5] we know that if we have

we can then find Ij:

where

1, = 3%; gij H(z) H(z™D) %3
z|=
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(4C-15)

(4C-16)

(4C-17)

(4D-1)

(4D-2)

(4D-3)
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B1 =2 (bo b1 + bl b2) (4D-5)
Bz =2hb b2 (4D-6)
e, =a, +a, (4D-7)

Equation 4.2-29 gives us H(z) (for ease of notation, we replace
ECF1l by E;, and ECFO by Eg):

K Eo z + K (El - Eo)
B(z) = (4D-8)
z° + 2z (K E, - 2) + [K (E1 -E) + 1]

This gives us the following:

8, =1 (4D-9)
a, = K Eo -2 (4D-10)

a, =K (B -EB) +1 (4D-11)

b =0 (4D-12)

b, = KE | (4D-13)

b, =K (£ - E) (4D-14)

B, = K° B2 + K (8, - E)° (4D-15)
B, =2 K E (B - E) (4D-16)
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B, =10 (4D-17)

=2+ K (El - E) (4D-18)

%1 o

Let's define N and D such that

Then:

_ R
I, =) (4D-19)
2
N = Bo a e - B1 a  a; + B2 (a1 - a, elj (4D-20)
2 2 2
D= a, [(ao - az) e, - a; (a0 - az)] (4D-21)

First, let's solve for N:

=
]

L}

2 .2 2 2
.4 E0 + K (E1 - Eo) 1 (1) [2 +K (El - Eo)]

-2 K% E (E, - E) (RE -2)+0

2 2 2
K™ [(2 Eo -2 Eo El + El} (2 + K (El - EO))

2
- (El - Eo) (2 K E0 - 4 Eo)]

2 2
o +2E1+(EI-E)

K2 [4E -4E E
o 0

1

2 2 2
x (2K E° - 2K E0 El + K El - 2K Eo + 4 Eo)]
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2 2 2
K° [4 Ej - 4 B Ey + 2 E] + (B~ E)

=
[}

1

2
x(-2K EO El + K El + 4 Eo)]

2
o

2 2 3
+ 2 E1 -2 K Eo E1 + K El

2
K" [4E -4 EO E

1

2

2 2
+ 4 Eo E, + 2K Eo E, - K Eo El -4 Eo]

1 1

2 2 2 3 2
K" [2 El - 3K E0 E1 + K El + 2K Eo El]

N = K2 E, [2E - 3KE E +K EZ + 2 K E2] (4D-22)

1 1 1

Now, we solve for D:

(1) [1 - (R (B, - E)) + D?] (2 + K () - E))

- (RE_ - 2)2 (1 - (® (B, - E)) + 1))

[

2 2
(2 + K (El - Eo)) (1-1-2K (El - Eo) - K (El - Eo) )

2
- (KE, - 2)* (- K (B, - E))

K (El - Eo) [(2 +K (Bl - Eo)) (-2-K (El - Eo))

2
+ (K Eo - 2)7]

K (B, -B) [- ((KE -2)-K El)z + (RE - 2)2]
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o
[}

2
K (El - Eo) [- (K E0 -2)" +2K El (K Eo - 2)

2 L2 2
-K El + (K Eo - 2)7]

2 .2
K (E1 - Eo) [2 K El (K Eo -2) - K EI]

2
D=K E1 (El - Eo) (2 K E0 -KE, - 4) (4D-23)

1
S0, we get:

2

2 2
. X" E, [2E -3K E,6E, + KE] + 2 KE]
2 - 2
K El (El - on (2 K Eo -K El - 4)
2E -3KE E +K B2 + 2K Ez
~ [ = —X 1 L (4D-24)
2 (El - Eo) (2 KE - K El 4)
or
2

I 2 ECF1 — 3 K (ECF0)(ECF1) + K (ECFI) + 2 K (ECF0) (4D-25)

2 = (ECF1 - ECFO0) (2 K (ECF0) - K (ECF1) - 4)
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SECTION 5

THE AUTOMATIC GAIN CONTROL LOOP

The automatic gain control (AGC) loop provides a constant signal
level to the ADC. Without the AGC, variations in communication link
parameters, such as signal strength (due mainly to modulation index changes
and range changes) and receiver components (due mainly to aging and thermal
variations), could cause the signal amplitude to vary greatly. The removal of
these variations clearly requires a coherent (constant signal power) AGC with
a dynamic range in excess of 40 dB.

This section describes the design, analysis, and implementation of
the Deep Space CDU's coherent AGC loop. The loop dynamics are constant for
all bit rates, due to data rate dependent scaling. Thus, performance is
independent of the data rate.

5.1 AGC LOOP MODEL

The block diagram of the AGC is shown in Figure 5-1 and the
simplified z-transform version block diagram is shown in Figure 5-2. A
description of the loop components follows.

5.1.1 AGC Loop Components
The various blocks of Figure 5-1 are:

(1) AGC Amplifier -~ This is the analog component discussed in
Section 3.2. The amplifier's gain is determined by the
cutput of the control function.

(2) Sample-and-Hold/ADC - The AGC loop reguires data samples to
be taken one quarter of a subcarrier cycle after the error
sample used by the subcarrier loop. Since the subcarrier
tracks the zero crossing, the data sample is on the peak of
the subcarrier. So, if the zero crossing error is ¢ and
the peak amplitude of the subcarrier is A, then the output of
the sample-and-hold is:

A sin (¢ + 90°) = A cos ¢

The ADC (analog-to-digital converter) outputs an eight bit,
two's complement digital byte (i.e., one sign bit, seven data
bits). The saturation voltage of the ADC is =5 volts; the
maximum digital output is 127. Thus, the output of the ADC
is an integer equal to:

(127/5)(A cos ())
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l l AND BIT SYNC LOOPS

INPUT it

SAMPLE N SAMPLE

A
AMPL??IER ] ANDHOLD: | o ACCUMULATE }—t ¥

ADC AND DUMP

(3)

(4)

(5)

(6)

(7

(8)

BSAMPLE
BIT SYNC —= ACCUMULATE
AND DUMP

7O
— LOCK
DETECTOR

AGC N
—] CONTROL |w— IN?;‘;';:.FOH SCALING [=—
FUNCTION

REFERENCE
VALUE

Figure 5-1. AGC Block Diagram

N sample accumulate-and-dump - This is also known as the data
accumulator (DACC). N is equal to the number of samples per
bit. Thus, the output is the sum over one-bit period.

Absolute value operator - This removes the modulation from
the data accumulator.

Eight-sample accumulate-and-dump - This does an accumulation
over eight bits to help "smooth" the AGC response.

Scaling - To maintain constant loop dynamics over the range
of data rates, a data rate dependent scaling takes place.
Once this scaling occurs, the loop is independent of the data
rate.

Reference Value - The output of the scaling is compared to a
reference value to create an error signal. The loop's
function 1s to drive this error signal to zero.

Digital Integrator — This is the loop's filter. It provides
a perfect integration of the error signal. A perfect
integrator was chosen since it minimizes the mean-squared
step error response.



(9) AGC control function - This function feeds back the
integrated error signal to the AGC amplifier. The
exponential function was chosen because the loop gain of an
exponential loop is comstant, causing the small signal
response to be independent of the input gsignal level [5-1].

5.1.2 Assumptions

Before we can move on to the simplified model, we must discuss two
assumptions that are made to facilitate the analysis. The first assumption is
used throughout this report, namely that an N-sample accumulate-and-dump
operator is equivalent to a reduction in the clock rate by a factor of N and a
signal gain of N. This result was discussed in Appendix 4A.

The second assumption concerns the limiting effects of the AGC
control feedback leg. The limiting effects occur when the AGC amplifier is
driven to saturation, an event that occurs when the CDU is out-of-lock or when
the AGC is requiring maximum gain. The AGC is designed to not require the
latter condition, so we can disregard it. There will be some limiting during
acquisition, but the AGC will quickly move away from the maximum gain
condition, so the effects of the limiting are minor. Thus, we shall neglect
the saturation effects.

5.1.3 Simplified AGC Model

AGC AMPLIFIER

() = Kagc yin) Z_,1 yin-1)

3

a{n~-1)

¥+
oo din-1) _l_ e(n-1) +>
[ I

-1 d{n-2)

age

Figure 5-2. Simplified AGC Model



The various components are:

(L

(2)
(3)

(4)
(5)

(6)
(7
(8)

x(n) - The sampled signal plus noise. For analysis sake, we
assume the sampling has taken place outside the AGC loop, but
not the analog to digital conversion.

AGC amplifier - This is modelled as an attenuator or divider.

Kage — This is all the gains experienced in the loop.
Kagc is equal to:

where

adc

Thus

y(n)

e(n)

Rage
a(n)

Kagc = Kadc % KN X KS X KS

ADC gain

|
(8 ]
~4

r+l

8 sample accumulate-and-dump gain

8

ASCL, the data rate dependent scale factor

_ (127 r+4
Kagc = ( 5 )(2 )(ASCL)

This is the scaled output of the AGC accumulators.
This is the delay caused by the accumulators.
Since we are summing over 8 bits, the delay is
equal to eight bit times.

This is the error signal.

This is reference value; it is equal to 128.

This is the control word that goes to the AGC
amplifier to control the gain.



5.2 ANALYSIS

Now that we have the model of the AGC, we can begin the analysis.
We will begin with a large signal analysis, move on to a small signal analysis
and finish up with a z-transform analysis (the final analysis depends on the
small signal results).

5.2.1 Large Scale Analysis

We start by referring to Figure 5-2 to get the relationships
between x(n), y(n), e(n), d(n), and a(n). From Figure 5-2 we see that:

y() = K, ;%i%%; (5.2-1)
e(n) = y(n) - Ragc (5.2-2)
d(n) = d(n-1) + e(n) (5.2-3)
a(n) = exp [a * d(n)] (5.2-4)

Qur geoal in this section is to find y(n) in terms of x(n), Ragc,
and Kogo [5-1].

First, a few standard manipulations

d(n) = lglgégll (5.2-5)
d(n-1) = lnlﬂig:lll (5.2-6)
1y = x(n) _
a(n-1) = Kagc v(n) (5.2-7)
x(n+l)
a(n) = Kagc v(n+l) (5.2-8)
Substituting 5.2-2 into 5.2-3:

d(n) = d(n-1) + y(n) - Ragc (5.2-8A)
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Combining 5.2-8 with 5.2-5, and 5.2-6 with 5.2-7, we get:

In { z(n+l)
| “age y(n+l)
d(n) = x (5.2-9)
1n [Kagc y(n)]
d{n-1) = . (5.2-10)

Combining the above two equations with 5.2-84, we get:

iln[rc M]:im[x mil+y(n)-ﬂa

age y(n+l) age y(n) gc

-1n [y(n+l)]

In f%ﬁ%] - 1In [x(n+1)] + a(y(n) - Ragc)

z(n+l

y(n+l) = exp [ln ( x(n) ) + In(y(n)) - a(y(n) - Ragc)} (5.2-11)

After we derive o in Section 5.3.2, we will return to use equation 5.2-11
(in Section 5.4.2).

5.2.2 Small Signal Analysis

The purpose of this section is to develop a set of equations that
describe the loop in the presence of a small perturbation [5-1, 5-2, 5-3].
These equations will be used in section 5.2.3 to derive the loop transfer

function.

We begin by assuming that the loop is in the steady state:

x(n) = X (5.2-12)

]
o

y(n) =¥y age (5.2-13)



a(n) = a (5.2-14)
e(n) =y - Ragc =0 (5.2-15)
d(n) = d (5.2-16)

We now perturb the system by ;(n) (and assume that the perturbations are
small; we also only consider first order terms) and get:

x(n) = % + x(n) (5.2-17)
y(n) = ¥ + y(n) (5.2-18)
a(n) = a + a(n) (5.2-19)

Recalling equation 5.2-1 and plugging in the above equations and keeping only
the first order terms, we get:

= x(n)
y(n) = K.gc a(n-1)
v = Xx(n)
Ragc +y@) = Kagc a(n-1)
- o~
= -x +~x;n1
8¢ 3 + a(n-1)
_ x(n)
- x 1+ X
age a ; n-1
1+ a(n-1)
a
Fm) = -B.__ +K (%)14.&_&1_4&9—...1.)
agce age \a X a



We know that

- g _ R
¥ = agc a  age
which allows us to say:
y(@) = a ~ agce + Kagc (a) + age a Kagc 2 a(n-1)
= x(n) X I(n-1)
age a agc ;2

age (g X ag - 2
age Ra c age R
g g age
-~ Rz -
~ x(n) age a(n-1)
y(n) =R 7% -~ z
ge x Kagc X

For the error signal, using equation 5.2-15, we get:

e(n) = & + e(n) =¥ + y(n) - Ragc

e +e(n)=y(n) +y - Ragc

em) =¥ + (F - B, - &

e(n) = y(n)

(5.2-20)

(5.2-21)



For the integrator output, using equations 5.2-15 and 5.2-3, we get:

d(n) = d(n-1) + e(n)
=3 + d(n)
d+dm) =d+dn-1) + e(n) + e
d(n) = d(n-1) + e(n) (5.2-22)

Finally, for the AGC control word, using equation 5.2-4, we get:

a+ ;(n) = a(n)
= exp (a d(n))
= exp [a (H + E(n))]
a(n) = a(n) - a

exp [m d + d(n) ] - exp (a d)

exp (« d) f—l + exp (a E(n))}

(=

Since E(n) is small, we can use

exp (a) = 1 + %T =1+ a
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which gives us:

an) = exp (a ) (-1 + 1+ a d(n))

a(n) = a d(n) exp (a d) (5.2-23)

So, to sum up the results of this section:

2
y(n) = agc iégl - giii EL%:AJ (5.2-24)
e(n) = y(n) (5.2-25)
d(n) = d(n-1) + e(n) (5.2-26)
a(n) = « d(n) exp (« d) (5.2-27)
5.2.3 Z-Transform AGC Analysis

Qur goal in this section is to find the small signal z-transform
transfer function and obtain the AGC loop's time constant from it.

We start by taking the z-transform of equations 5.2-24 through
5.2-27 and substituting among them to get a single equation in terms of ¥(z)
and X(z). So:

2

Y(z) = R, iézl - ;izi 3&;1 21 (5.2-28)
E(z) = ¥(z) (5.2-29)

B(z) = 271 D(z) + E(z) (5.2-30)

A(z) = a D(z) exp (« d) (5.2-31)
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D(z) (1 -z1) = E2)
= ¥(2)
E(z) = _Y"L;')"I
(1 -2z ]
A(z) = « exp (a d) (_21_1:1)
l1-2z
exp (a d) = a
K
= EQSE X (from 5.2-13 and 5.2-1)
age

%(z) Rage1  [Rage\: -1 ¥z
¥W(z) =R % K x%\r xz -1
& age age 1l -2
X(z) o L2 -1
T Tage X age ~ , _ z-—l
a R 21 =
~ age X(z)
¥(z) |1 + ~ =R =
1 -2 1 age x
1 - R 21 >
?(z) -z ta age - Xiz)
1 - z--1 age X
- z-(l-a Ragc) ) gLZJ
¥(z) z-1 T Tage x
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Since we are interested in the fractional change in the output due

to the fractional change in the input, let's define H(z) as:

o - ()
X(z)/\ "agc

So, combining equations 5.2-32 and 5.2-33, we finally get:

i(2) = 70— a T
Defining:
%(n) = iégl
ey - FRL

We can now find the time domain representation:

¥z)(z - (L -ar,_ ) =X2) (z~1)
age
W) (1-27 ' -ar )= X2 Q- 271

3(@) - §(a-1) (1 - « R, ) = X(n) - X(n-1)

7(n) = x(n) - x(n-1) + y(n-1) (1 - « R,

5-12

)

(5.2-33)

(5.2-34)

(5.2-35)

(5.2-36)
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Moving on, we now approach the end of thﬁ journey; finding a small-
signal time constant [5-1]. Apply a step input of x(n) = b, for n 2 0.
Using equation 5.2-37 and assuming that x(n) and y(n) are zero for n < 0, we
get:

y(n) = b(l - a Ragc)n (5.2-38)

By definition, the time constant is the time interval that it takes the output
to decay by a factor of e from the output value at the beginning of the
interval. So:

n
b(l - a Razc) -1
o= ¢
b(l - « Ragc)
n= =1 (5.2-39)
SIn[l-aR ] :
agce

Equation 5.2-39 is the number of samples; each sample of 8Ty
(Tp, = bit time) wide. We also multiply by 2% to make the units right.
Finally:

-27 8 '.T.'h
T - (5.2-40)
age 1n [1 o Ragc]
5.3 DERIVATION OF THE COEFFICIENTS

In this section we derive the coefficients used by the CDU to
implement the AGC loop, ASCL and «. One driving point in these derivations
is to have all scaling factors be powers of 2 so that multiplications can be
done by left and right accumulator shifts.

5.3.1 Derivation of «

The choice of a determines the AGC loop bandwidth, since Ragc
is already chosen to be 128. We want to set the loop bandwidth as low as
possible, while still being able to track out the amplitude variation (due to
signal variation and hardware variations) with the smallest time constant. We
assume that the time constant is conservatively bounded by [5-3]:

T = 30 seconds (5.3-1)
age
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The worst case occurs at the lowest data rate (due to the fact that

there is more variation in the time peried), which is 7.8125 bps.

equation 5.2-40, we get

8 1
7.8125 1n (1 - « 128)

30 = 2w

161
In (1 - a 128) = T535v(7 8125)

1~ 128 a = 0.8069722

0,193

@ ="128

a = 0.001508

So, using

(5.3-2)

From appendix 5A, we know that we must select an a such that

equation 5A-7 is satisfied and a' is a power of 2. So:

=84
T 1n(2)

0.13924

Now, going backwards, we get:

_1n(2) _,
@ =y o

a = 0.0013538
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Using equation 5.2-40, we get:

tagc = 33.8 seconds (5.3-5)

Thus, the minimum time constant at the lowest data rate is 33.8 seconds. A
table of the time constants and the associated cutoff frequency, fages which
is equal to 1l/tagc is located in Section 5.4.1.

5.3.2 Derivation of ASCL

There are two steps involved in generating the scaling number
ASCL. First, we must generate the limit required on the amplitude of the
signal. There are two limits to comsider: saturating the ADC and overflowing
the data accumulator (DACC). With these limits in hand, we then can calculate
the scaling factor ASCL.
5.3.2.1 Limit Due to the ADC Saturation

We define the input signal as:

Xi = A(r) d{t) cos (wt + ¢) + n(t) (5.3-6)
where
X; = the signal out of the AGC amplifier, sampled at time i
A(r) = the data rate dependent peak amplitude
r = data rate index; ranges from 3 to 9
d(t) = the data modulation (z1)
w = subcarrier frequency
¢ = phase error
n(t) = band limited, white gaussian noise
We set the probability of saturating the ADC to be less than 0.1.
Thus:

Prob (|Xi > VS) < 0.1 (5.3-7)
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where Vg is the ADC saturation voltage, which is =5 volts. Since we have
white gaussian noise, the probability density function for X (note we are
dropping the subscript i from Xj) is:

-1 e—(x—v)2/202

2 cz

fx(X) = (5.3-8)

where
p = =A(T)
02 = Ng By
N, = noise spectral density
By = noise bandwidth of the bandpass filter (one-sided)

We are given the requirement to design the AGC for threshold
operation, which is defined to be at STy/Ng equal to 10.5 dB [5-4]. Thus
we have:

STb

N, = (5.3-9)

0 101.05

We have the definitions:

Azfr}
S = > (5.3-10)

2r—l
Tb = 5000 (5.3-11)

Returning to equation 5.3-7, we find:
Prob (X > VS) = Prob (X > VS) + Prob (X < —VS)

Prob (%> > Vs) = 1 - Prob (—VS <X< Vs) (5.3-12)
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Or:

v -V
8 s
Prob ([X] > V) =1 - Jﬁ £,(x) dx - £ (%) dx (5.3-13)
. - } -
Making a substitution:
t = K—;—! (5.3-14)
dt = &% (5.3-15)
o4
e—(x—p)2/202 e-t2/2
f = = (5.3-16)
x 2 oV 2rw
2w ¢
We then get:
Vs—p ) —Vs—p )
o e-t /2 o e—t /2
Prob = 1 - dt - dt (5.3-17)
Y 2w ¥Y2w
- —r
Recalling the definition of Q(x), the normal random variable
distribution function:
==
1 ~t2/2
Q(x) = —— e dt (5.3-18)
V2w
X
Q(-x) = 1 - Q(x) (5.3-19)



We get:

[
[

i
D
—

[
1
QO
—
<
[
Q
1
-~ e
R
i
—
[
1
~
I
<
7]
Q
[}
=
v
| |

Prob
|
Bp-V_ V +p
= _—8) _ 3
S )
(Vs - K Vo +u
Prob (|X| > V) =Q . +Q 3 (5.3-20)

Since we are requiring that equation 5.3-20 be less than 0.1, we
V. - ¢
are in the tail of the distribution, so the Q ( = ‘) term will dominate;

this gives us:

V.- ¢
0.1>0Q (—*‘1;-—) (5.3-21)

S

1.281 <
1.2810 - VS < —u

< Vé - 1.281c (5.3-22)
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Since we have equiprobable data, we can let p equal A(r). From
Section 3.1, we know that By equals 3907 Hz. Solving for o2, we find:

2 r-1

101.05 2 2000

[}

0.0435 A%(r) 2F

1

o = 0.2086 272 A(r) (5.3-23)

Plugging into equation 5.3-22:
A(r) < 5.0 - 1.281 (0.2086 2572 a(r))

ACr) (1 + 0.2673 272y < 5.0

5.0
1+ 0.2673 2F

A(r) < (5.3-24)

/2

We must now calculate the other limit.

5.3.2.2 Limit Due to Accumulator Overflow

Since we have a 16-bit accumulator, we must calculate the
probability of overflowing the data accumulator over the course of summing
over a data bit periocd. We require that the probability of an overflow to be
less than 0.00l1.  So:

Prob (|Y| > 213 _ 1) < 0.001 (5.3-25)

5-19



where

NSB = Number of samples per bit, 2T+l

We assume that the samples Xj and Xj, i # j, are independent.
This gives us the sum of independent gaussians. 3o:

ci = NSB ¢° (5.3-26)
My = NSB b (5.3-27)

In fact, the distribution for the DACC overflow is the same as the
ADC saturation's distribution, with the following changes:

X-%Y

02 - 2r+1 O2
r+l

B2 B

v - 2% -1 = 32767

Again, realizing that we are in the tail of the distribution, we get

0.001 > o (32Z61=%) (5.3.28)

[+

Q—l (0.001) < 321&%.:_3

3.09 < 22167 =4

[+)
3.09 o - 32767 < -u

B < 32767 - 3.09 ¢ (5.3-29)
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Substituting our new definitions (from above) into equation 5.3-29,
we get:

r+1)l/2

2™ a¢r) < 32767 - 3.09 (2 €0.2086) 2572 A(r)

r+l

ACr) (27 4+ 0.911565 27) < 32767

32767 .-r
ACT) < 3911565 2

r

A(r) < 11254 2~ (5.3-30)

From the above, it is obvious that equation 5.3-24 is the dominant constraint,
and, therefore, equation 5.3-24 will determine the value of A(r).

5.3.2.3 Calculating <DACC>

The final step we must take before arriving at the scale factor is
to calculate the expected value of DACGC, <DACC>.

First, we must convert A(r) to a digital number. Since the maximum
voltage is +5 volts and the minimum is -5 volts, we get an output digital
number between -128 and 127. So if we define V, to be the center of the
quantization level and N to be the digital output value, we have:

10
Ve = 254 §
_ 5
Ve =127 ¥ (5.3-31)

The quantization level switch points, i.e., the point where N goes
up or down by 1, are the mid-points between adjacent quantization level
centers. Thus, we get for the switch point value, Sp:

-
Sp = 256 (2N + 1) (5.3-32)
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Thus, if a voltage can be represented by N, it satisfies:

256 (z(n -1) + 1) < Voltage < 256 (2N + 1)

256 (2N -1) < Voltage < 256 (2N + 1) (5.3-33)

Finally, we use equations 5.3-24 and 5.3-33 to get a digital
representation for the expected value of A(r). We chose the closest power of
2 that is below this value as the digital value of A(r), and call it Ayq(r).
We are allowed to do this since 5.3-24 is just an upper bound and we do it to
allow easy bit shift manipulations.

<DACC> is easily calculated from Ayg(r), since it is just the
accumulation over a bit of Ag(r). . So: '

<DACC> = NSB A ()
<DACC> = 2T+ Ay() (5.3-34)

Table 5.3-1 shows the results of our calculations:

ul(max) bound of equation 5.3-24
By = digital value of ul(max), from 5.3-33
Hy = bound of equation 5.,3-30

NSB = number of samples per bit

Ad(r) = the selected digital value of A(r)
A(r) = the voltage value represented by Ad(r)

<DACC> = expected value of DACC
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Table 5.3-1., Calculations for <DACC>

g:z: b pl(max) gi pz(max) NSB Ad(r) A(r) <DAGC>
500 3 2.85 73 1406.8 24 26 2.52 210
250 4 2.42 62 703.4 25 25 1.26 210
125 5 1.99 51 351.7 26 25 1.26 211

62.5 6 1.59 41 175.8 27 25 1.26 212
31.25 7 1.24 31 87.9 28 24 0.630 212
15.625 8  0.95 24 44,0 29 24 0.630 213
7.8125 9 0.71 18 22.0 210 23 0.315 213

Please note that for 7.8125 bps, Ag(r) was chosen to be 23 and not 2%,
This was due to the fact that the assumption that we can ignore one of the
terms in equation 5.3-20 is not quite valid for this rate only.

5.3.2.4 Calculating ASCL

The last step in calculating ASCL is very simple. We want to scale
the output of the 8-bit accumulator to be equal to Ry, when the input
signal level is equal to Ag(r). Since the 8-bit accumulator accumulates 8
outputs of the DACC, we get

3
= > -
Rasc 2~ <DACC> ASCL (5.3-35)

_ 128
ASCL = g <pace>

24

<DACC>

ASCL = (5.3-36)
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5.4 RESULIS

The results of the AGC analysis are summarized in the following two
sections. First we look at the scaling value, ASCL, and then we look at the
larger signal results.

5.4.1 Derivation Results

The results of equations 5.2-40 and 5.3-36 are shown in Table 5.4-1.

Table 5.4-1. Results of Equations 5.2-40 and 5.3-36

Data Rate r Tagc fagc ASCL
500 3 0.53 1.89 2-6
250 4 1.06 0.946 2—6
125 5 2.11 0.473 2-7
62.5 6 4.23 0.237 2-8
31.25 ' 7 8.45 0.118 2-8
15.625 8 16.9 0.059 2-9
7.8125 9 33.8 0.030 2-9
5.4.2 Larger Signal Analysis Results

To demonstrate the speed that the AGC recovers from a large step
input, the following simulation was run: we assume a noise-free case, with
the AGC loop at equilibrium. The maximum that the input signal can vary is
from 50 mV, png to 300 mVrms [5-4], or a factor of 6. As can be seen in
Figure 5-3, the AGC quality tracks this large change; within 23 update times,
it is within 1% of the reference value.
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Figure 5-3. AGC Recovery From Large Step Input
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S5A. IMPLEMENTATION OF eX IN SOFTWARE

Implementing the AGC loop requires that the software can calculate
eX, The method described below does just that, using only bit shifts [5-3].

Let X be the argument of the exponential function and define A and B
so that

X =64A + B (54A-1)

Or, in other words:
A = Integer (%Z) (54-2)
B = X (mod 64) (5A-3)

Notice that B takes on 64 values, from 0 to 63. It is easy to show (by a
simple computer program), that:

B

(l + %Z) - 264 < 0.086069 (5A-4)

for B in the range 0 to 63. This allows us to state the following:

(x_) ((§4A+B))
,64) _ 1 64

2(§4) = 2A (} + g—) (5A-5)

(&) . (&)
2 64 = e 64 /X (54-6)
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So, to implement e®X, we can define a' such that

)
]
eax - e 64 Ja'x (5A-7)

@' = (gi—) « (5A-8)

Then, to take e®X we do the following. First, multiply x by
«' (this means that a' must be a power of 2). Then shift the result to
the right 6 times (dividing by 2% or 64). The remaining number is A, the
part that was shifted away is B. Due to the fact that we have 16 bit
registers, left shifting by A (multiplying by 2A) is the same as right
shifting by 16-A. Create a 32 bit register by combining two 16 bit registers;
put 0001 hex into the upper register and put the shifted out portion of X into
the lower register. The lower register now contains B/64, the upper contains
1, together we have 1 + B/64. Right shift the registers by 16—-A and the
result in the lower register is e®X, This implementation is the most
efficient in terms of processor clock cycles used for this calculation.
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Substituting equations 6.2-1, 6.2-3, and 6.2-4 into equation 6.1-19, we get:

B! = % lil 8 BSCL —— K_ A

L ZTb g
BSCL K_ A
By = 25.4 w ———§—~5—— (6.2-5)

b
So all that now remains is to derive BSCL.

6.2.2 Derivation of BSCL

To derive BSCL, we make use of the following constraint
WyTp = 2B, Tp << 1 (6.2-6)

This gives us an upper bound on BSCL. We then run bit error tests (BER tests)
at the command threshold condition, with and without Doppler offsets; with
BSCL values that are below this bound and choose the one, for each data rate,
that gives the best bit error performance. ’

To make use of equation 6.2-6, we must first find K. Recalling
equations 6.1-7 and 6.1-8 we have:

(6.1-7)

R = b (6.1-8)

Now, the threshold STy/Ng is defined [6-8] to be 10.5 dB, and
we know that

= o

(6.2-7)

o
o
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So:

A Tb
Rs =N
0
25T
b
= —ﬁ-— (6.2-8)
0
R = 22.44
s
Then, substituting equation 6.2-8 into equation 6.1-7, we get:
Kg = 1 (6.2-9)
Using the above and equation 6.2-5 we get:
JBIT. = (2) (25.4 w) (BSCLAAL o
LD T b
b
ZBirb = 50.8 v (A) (BSCL) (6.2-10)
Combining equations 6.2-10 and 6.2-6 gives us the following:
50.8 v (A) (BSCL) <1
BSCL < ——=—— (6.2-11)
50.8 T A )

Defining this bound on BSCL as BSCLp and using the results of
Section 5, we can calculate the data rate dependent bounds on BSCL, which are
presented in the following table.
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Table 6-1. Data Rate Dependent Bounds on BSCL

Data Rate r A BSCLp
500 3 2.52 2-8.65
250 4 1.26 2~7.65
125 5 1.26 2~7.65
62.5 6 1.26 2-7.65
31.25 7 0.630 2-6.65
15.625 8 0.630 2—6.65
7.8125 9 0.315 2=5.65

We can now demonstrate that our assumption that RS/Bin is
large is true. From equation 6.2-6 we get:

2B Tp < 1
Or
1
—— (6.2-12)
BLTb > 2
Combining the above with equation 6.2-8, we see that:
RS
BT > (2) (22.44)
L b
Rs
Bo. > 44.88 (6.2-13)
L b

Thus our assumption holds.
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Combining

bit sync jitter:

equations 6.1-23, 6.1-21, and 6.2-5, we get the following

=(1—$-Q

(2m)

.

02—
8=

2 (& %— (25.4 ) i§§g%11g1 T

)
s

)2 (50.8 1)

22.44

b

b

2

(BSCL) (A) deg

(73347.594) w (A) (BSCL) deg?

rad

2

(6.2-14)

Thus, all that remains is to pick the BSCL numbers and substitute them into
equations 6.2-14 and 6.2-5.

6.3 RESULTS

The final results are shown in Table 6-2.

The values chosen for
BSCL are the values that provided the'best BER performance at the threshold
condition. Given the optimum BSCL, By, and og are found.

Table 6-2. In-Lock Values
Data Rate r A BSCL Bi (Hz) o0 (deg)
500 3 2.52 2-11 49,1 16.8
250 4 1.26 2-11 12.3 11.9
125 5 1.26 2-11 6.14 11.9
62.5 6 1.26 2-12 1.53 8.4
31.25 7 0.630 2-12 0.384 5.95
15.625 3 0.630 2-10 0.767 11.9
7.8125 9 0.315 2-9 0.384 11.9
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Ag can be seen in Table 6-2, the loop bandwidths. for the lower data

rates are quite small. This caused problems during acquisition; the bandwidth
was too small to achieve bit syne in the required time to achieve lock. To
correct this, the four lowest data rates have different BSCL values when the
CDU is out-of-lock. When lock is achieved, the BSCL values are changed back
to the values in Table 6-2, tightening up the loop. The out-of-lock values
are given in Table 6-3.

Table 6-3. Out-of-Lock Values

Data

Rate r BSCL (0OOL) Bi (ooL)

62.5

6 2-9 12.27

31.25 7 2-9 3.07

15.6

7.8

25 8 2=7 6.14

125 9 2—6 3.07

6.4

6-1

6-3

6-4

6-5

6-6
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SECTION 6

BIT TIMING SYNCHRONIZATION LOOP

For the proper accumulation of the data samples, an accurate esti-
mation of the end-of-bit epoch is required. The bit sync loop generates this
estimate for the CDU.

The bit sync loop is a digital data-transition tracking loop, and
is made up of two branches. The first branch (the in-phase branch) monitors
the ‘data bit estimates and checks for transitions. The second branch (the
mid-phase branch) is used as a measure of the lack of syne. This loop has
been heavily analyzed at the Jet Propulsion Laboratory [6-1 to 6-4]. To avoid
reinventing the wheel, the results of this previous analysis will be used
throughout this section, which describes the design and implementation of the
bit sync tracking loop.

6.1 BIT SYNC TRACKING LOOP MCDEL
The block diagram of the bit sync loop is shown in Figure 6-1; the

equivalent transition tracking loop is shown in Figure 6-2. A description of
each follows.

6.1.1 Bit Syne: Loop Block Diagram
The various blocks of Figure 6-1 are:
(L Sample and Hold/ADC - The bit sync loop requires the data

samples to measure the bit sync. These ‘are the same samples
used by the AGC loop as well. The sample is taken one

in-pHASE |71 San() d¢:| TRANSITION | 'k
™ ACCUMULATOR[ | ™| DETECTOR
1843 1
-~
it} eft)
SAMPLE BIT BIT e A
AND HOLD SYNC le— SCALING |e— SYNC ._®
=~ =aBc cLOCK ACCUMULATOR -
T
?Q{ﬂ
|| wio-prase | Yait e Ny I
ACCUMULATOR e

Figure 6-1. Bit Sync Tracking Loop Block Diagram
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(2)

(3)

(4)

(5)

(6)

quarter of a cycle after the error sample. Thus, if the zero
crossing error of the subcarrier tracking loop is ¢ and the
peak amplitude is A, then the output of the sample and hold
is:

A sin (¢ + 90°) = A cos (¢)

The analog-to-digital converter (ADC) outputs a 7 data bit
plus 1 sign bit two's complement digital byte. The satura-
tion voltage of the ADC is %5 volts; the maximum digital
output is 127. Thus, the output of the ADC is an integer
equal to:

lél A cos ()

In-Phase accumulator - This is the data accumulator used in
the AGC loop. The samples are accumulated over a bit time,
with the starting point being the estimate of the beginning
of the bit period.

Mid-phase accumulator - These samples are accumulated over
one bit time; the only.difference is that the starting point
is the estimate of the mid bit time.

Sgn (*) - The received data bit is estimated to be the sign
bit of the in-phase accumulator. .The output is either -1
or 1.

Transition Detector - This determines if there was a data
transition and scales the mid-phase accumulator accordingly.
The output is:

I =0 if dgy = dg-1

1 and dy = -1

Ix 1 if dypq

-1 if dg.1 =-1 and d =1

Ix

Delay - This delays the mid-phase accumulator output by
one-half bit time. This is done so the output can be multi-
plied by the Transition Detector output.



(7) Bit Sync Accumulator -~ This accumulates the result of multi-
plying the Transition Detector's output with the delayed
mid-phase accumulator, which is the error signal. In the
absence of noise, if there was no transition, no accumulation
is done for that sample.

(8) Scaling - The bit sync accumulator is scaled by a data rate
dependent value to limit the size of the bit sync correction.

(9) Bit Sync Clock - The bit sync clock is advanced or retarded
as a function of the scaled bit sync accumulator output. The
goal is to move the estimated end-of-bit to the nearest sub-
carrier cyele. This, along with the subcarrier tracking
loop, provides adequate overall bit sync resolution,

While the analysis of this loop is quite involved, the operation is
relatively simple. The loop is made up'of two branches, the in-phase branch
and the mid-phase branch (see Figure 6-1). The mid-phase branch accumulates
samples for one bit period, starting at the estimate of the middle of the bit.
In the noise free case, if the loop is in perfect sync, and there was a tran-
sition, this accumulation would equal zero; if there were no accumulation,
this accumulation would be large and veid of any sync information. When the
loop is not in sync and there is a transitionm, the mid-phase accumulator has a
nonzero value; its sign depends on whether the transition was low to high or
high to low and whether the sync estimate is ahead of or behind the actual bit
epoch. This is where the in-phase branch comes in. This branch takes the
data estimate and checks for a transition; if there was no transitiom, it out-
puts a zero; if there was a low to high, it outputs a -1; and if there was a
high to low, it outputs a 1. This result is multiplied with the mid-phase
accumulator; the result is a zero value if no transition occurred, a positive
value if the estimate is behind the epoch, and a negative value if the esti-
mate is behind. These results are summed over eight transitions and then
scaled and used for the bit sync correction.

The bit sync tracking loop block diagram can be expressed as an
equivalent phase-locked loop. This will be done in Section 6.1.3, after we
discuss the assumptions needed to create this equivalent model.

6.1.2 Assumptions
To ease the analysis, we make the following two assumptions:

(1) The bit sync tracking error is slowly varying relative to the
data rate.

(2) The accumulate—and-dumps contribute gains equal to the number
of samples accumulated and the clock rate is slowed by the
number of samples.

The second assumption further constrains the first assumption, since the
tracking error must vary slowly compared to the new clock rate. The first



assumption is equivalent to saying that the bit sync two-sided loop bandwidth,
Wy, must be much smaller than the data rate:

W << 1/Ty (6.1-1)
W Tp << 1 (6.1-2)
6.1.3 Equivalent Loop Model
Figure 6-2 is a diagram for the loop in terms of the normalized

input epoch, where:

e(t) = The actual input epoch

£(t) = The estimated input epoch

Ty = The bit period

A = Normalized bit sync timing error

_e(r)  E(t)
Ty Tp

g(\) = Equivalent loop nonlinearity

Equivalent timing noise process, which has spectrum S{w,A)

ny(t)
F(g) = Loop filter

Kyco = Gain of digital VCO

.
£ /fp\ g{)\) iff¥\ Fis)

VED

Figure 6-2. Equivalent Data Transition Tracking Loop



In the CDU implementation, the loop filter is just the bit sync
accumulator, followed by the loop scaling; thus:

F(s) = Kp (6.1-3)

Now, g(\) is defined as the conditional expectation on A, with
respect to the noise and symbol sequence, of ey (see Figure 6-1), the error
signal random variable [6-1]. We can define the normalized, nonlinearity,
gn(d), to be:

Iy -{e.N

where

i
]

Input signal amplitude

Ty Bit time

K; = Gain of the midphase accumulator

For our area of interest, gn(A) can be approximated by:

where
asn(l)
K = (6.1-6)
g L P
1 R -Rg
Kg = erf (YR)) -3 ,H;— e (6.1-7)
and

A"T
b
Rs = "ﬁ;— (6.1-8)
X
2 —¢2
erf(x) = 2 e dt (6.1-9)
0



Thus, we get the following for g(A):
g(X\) = KpATpKgA (6.1-10)

Now, the stochastic differential equation that describes the loop
in Figure 6-2 is [6-9]:

at = v

d\ | x co Ky [BOV) + 1,(0)] (6.1-11)

Using a generalization of the Fokker-Planck technique, we find the probability
density function of A, namely:

2R Kg Al < i
P(A) = C, exp BT 7C0) g, (y)ay =2 (6.1-12)
[s]
where
By, = one-sided noise loop bandwidth
R 111 By :
h(0) =1 + 2 “2|7m*e + JR; erf (JES) (6.1=-13)
Cy = Normalizing constant
6.1.4 Loop Transfer Function

To find the loop noise bandwidth, we first must find H(s), the
closed loop transfer function. By inspection of Figure 6-2, we see that:

£ veo
=— =K, AT K A K 6.1-14
T g b ( )
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T s T = €

E(l— + Kz Kg K'P cho A Tb) K2 Kg KE’ cho i Tb
b b s T

b

e (s + Kz Kg KP chc A Tb) K2 Kg KP cho A Tb €

H(S) = £ _ K K B KTy (6.1-15)
> s + K2 Kg KP cho A Tb
6.1.5 Loop Noise Bandwidth
The loop noise bandwidth is defined as

joo

B, = -——l5—— T%— |H(s)|? ds (6.1-16)
2 |m|2 5T
max - jo

From observing equation 6.1-15, we see that the maximum value of H(s) occurs
at s = 0 and:

[Hliax =1 (6.1-17)

The integral in equation 6.1-16 is easily done using residue theory, which
gives the result:

B = 1

L= 4 K2 Kg K AT (6.1-18)

vco b

Note that in equation 6.1-18, By, is in units of bit times. To get By, in
units of Hz, we divide by Tp:

A
B! = Hz (6.1-19)
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6.1.6 Mean-Square Timing Jitter

The mean-square timing jitter, also known as the bit sync jitter,
is defined as the variance of A:

1/2
c.r.i = f A2 P(A) dA (6.1-20)
~-1/2

If we assume that Rg/B'yTy is large (which will be demonstrated
later), then P(A) approaches a gaussian distribution,and if Rg is large
(which is our case) then the following is true for 2%

(6.1-21)

Now, ai is the variance of the normalized error, i.e., it is
unitless. We are interested in the mean-square jitter in units of radians2.
For every bit, we advance in phase ‘one cycle or 2w radians. Thus, the
error, in units of radians, is:

o _21,(5_(&1_3_(2)

e . Tb Tb

= 2mA (6.1-22)

Thus:

2

oy = Var (2mA)
2
= (27)° Var (A)

2 2 2

gy = (2m) o5 (6.1-23)
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6.2 ANALYSIS OF THE BIT SYNC LOOP

The loop analysis is done in two stages. First, we derive the loop
parameters in terms of the actual loop values and then we derive the variable
scaling factor BSCL.

6.2.1 Bit Sync Loop Values
First we begin with Kp:

Kp is equal to the number of accumulations done by the bit symc
accumulator, which is 8, times the loop scaling factor, BSCL. Thus:

Kp = 8 BSCL (6.2-1)

Now we find Kyeo!

Every 8-bit transitions, the loop makes a correction. So a
correction is made every 8 Tp seconds. The output of the scaled bit symc
accumulator is A, where A = 0, %1, =2, ..., = (number of samples/bit)/4.

When we make a bit sync bump, we bump in units of sample periods. The number
of these units we bump is equal to A. Each sampling peried is equal to two
subcarrier cycles, or 2(2w) = 4w radians. Every 8 Ty seconds, we make a
bump of 4wA radians. So, in the model of Figure 6-2, the constant Kygq 1S
equal to [6-5]:

KVCO = g& (6.2-2)
b
.

Keco = 2T, (6.2-3)

Finally, we find Kj:

From Section 6.1.1 we know that the ADC converts volts to digital
numbers. Thus, the gain is:

K = 221 (6.2-4)
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SECTION 7

LOCK DETECTOR

The CDU lock detector performs two functions. When the CDU is
out-of-lock it detects when a signal is present. When the CDU is in-lock, it
detects when the signal is absent. The lock detector accomplishes this by
comparing the received signal with either a lock threshold number or an unlock
threshold number (depending on the CDU's current state). The purpose of this
section is to derive these threshold numbers such that the lock detector
algorithm achieves the specified lock and unlock probabilities.

7.1 LOCK DETECTOR MODEL

The lock detector relies heavily on the AGC algorithm discussed in
Section 5. The block diagram of the lock detector is shown in Figure 7-1:

r—— """
AGC AMP | |
xit) SAMPLE- NSAMPLE |v
wit) G f-={ AND-HOLD |La{ACCUMULATE 4 B
_______ "
| o0 NO-DUMP |
T L DIGITAL MATCHED FILTER _ |
AGC CONTROL o

Y

8 SAMPLE
ACCUMULATE
AND DUMP
SAME
STATUS ASCL - e
T
SUCCESSIVE
7
CHANGE
STATUS
y

Figure 7-1. Lock Detector Block Diagram
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As can be seen in Figure 7-1, up through the definition of signal
Zn, the lock detector block diagram is identical to the block diagram of the
AGC, which was discussed in Section 5.1. For the upcoming analysis, a couple
of new definitions are made. First we define w(t), the input signal to the
AGC amplifier (w(t) is the output of the NXT band pass filter), as:

w(t) = W d(t) sin (0t + ¢) + n(t) (7.1-1)
where:
W = the peak amplitude of the signal
d(t) = the data modulation (zl)
w = the subcarrier frequency, 16 kHz
¢ = the phase error
n(t) = band limited, white gaussian noise.

The combination of sampling and accumulating over one bit time is
equivalent to integrating over one bit and dumping in the analog world. For
the type of modulation we have, this is just matched filtering; thus, the com-
bination of the Sample—and-Hold/ADC and the N-sample accumulate and dump is
called a digital matched filter..

As can be seen in Figure 7-1, there are two possible paths to take,
depending on whether the CDU is in-lock or out-of-lock. We will now look at
each case.

7.1.1 In~-Lock Model

If the CDU is in-lock, it compares the scaled, accumulated over
eight bits number (z,) with an unlock threshold number (ULKTH). If zp is
above ULKTH, then the CDU remains in-lock. If 2zp is less than ULKTH for M
successive times, the CDU is placed in the out-of-lock state and attempts to
reacquire the signal. The requirement for M successive test failures is
required to keep the probability of false drop lock low.

7.1.2 Out-0f-Lock Model

If the CDU is out-of-lock, 2z, is compared with a lock threshold
number (LKTH). If z, is below LKTH, the CDU remains out-of-lock. If zp
is above LKTH for M successive times, the CDU is placed in the in-lock state.
When the CDU is placed in-lock, the AGC amplifier is allowed to seek its
quiescent gain (the AGC algorithm is disabled and the amplifier's gain is set
to the maximum when the CDU is out-of-lock). Again, the M successive test
successes are required to keep the probability of false acquisition low.
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7.2 ANALYSIS

The analysis of the lock detector is broken down into two sec-
tions: first, we do the actual analysis and then we describe the implementa-
tion of this analysis.

7.2.1 Derivation

The end result of our analysis is to provide four probabilities:
the probability of not acquiring, the probability of false acquisition, the
probability of not dropping lock, and the probability of false drop lock.
Thus, it is not surprising that we will be dealing with probability densities
and distributions exclusively in this section. The derivation of the prob-
ability density of the Sample-and-Hold/ADC is done first. Then the calcula-
tion of the probability that 2z, is less than a certain value is done. With
that probability, we can obtain the needed in-lock and out-of-lock threshold
numbers.

7.2.1.1 Density of the ADC

The net result of sampling and then quantizing is to take the
continuous probability density function (PDF) of w(t) and convert it into a
discrete PDF.

We sample the incoming signal at a rate of 8 kHz, which is one-half
the 16 kHz subcarrier frequency. The sample occurs at one-quarter of a sub-

carrier cycle from the zero crossing of the subcarrier. Thus the sampling
instants are:

t, = 2nT_ + (7.2-1)
where Tg is the subcarrier period.

From Figure 7-1 we see that the signal going into the Sample-and-
Hold, x(t), is:

x(t) = Gw(t) (7.2-2)

Substituting equation 7.2-1 into equation 7.2-2, and assuming perfect phase
reference, we get:

T
G Wd(ts) sin (m (;nTS + Zg)) + G n(tS)

x(ts)

G [Wa(t ) sin (47 n + ’5’) + 1 (e)]
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x(ts) = G[Wd(t,) + n(ts)] (7.2-3)

Since n(t) is zero mean, band limited white gaussian noise, with
variance of 02, x(tg) are just samples of a white gaussian random
variable with mean GWd(tg) and variance G2 ¢2. Also, since the band pass
filter's noise bandwidth, By, is approximately one-half the sampling rate,
the samples are independent.

Making the following definitions:

ST
N—b = R (7.2-4)
0
2r—l
T, = 5000’ F = 3 to 9 (7.2-5)
2 .2
S =(—‘-‘-’-) - ‘g— (7.2-6)
2
2 _N.B (7.2-7)
¢ =% °n :
o? = 6% o2 (7.2-8)
X
We then get the following:
2 2
cx =G BN NO
2 T, S
= N R
2
i 6" By 2 ,r-1
=R 2 2000
¢? w? B_ 2F
o2 = (7.2-9)
x 8000 R :
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And since we have equiprobable data, we can assume that the mean is:
B = GW (7.2-10)
Now that we have the samples, we must quantize them in the ADC.
This is where the continuous PDF is converted to a discrete PDF.
The ADC outputs an integer between -128 and 127, corresponding to a

voltage range of -5 to +5 volts. Thus, the continuous PDF is quantized as is
shown in Figure 7-2:

—
8 ___]
—
N
~4

Figure 7-2. Quantized Density of x(t)

Except for the two end bins (-128 and 127), all bins are the same width., The
bin edges are equidistant between the two adjacent bins (the end bins have
only one edge, their other edge is at infinity). If we call the width of the
bin q, we get:

q = IEE (7.2-11)
Thus, the center point of the bin whose digital number is N is:
center = 2= (N + l)
128 2
- g (2N + 1) (7.2-12)



and the bin edges, are

edges

-

(128

) N+ 32

i

&) (N + 1) = 1)

(7.2-13)

Recall the following definitions for a gaussian random variable

Prob (X>a)

Prob (X<a)

L]

(-

[\
m
|
[}
qQ
b

o
o

1]

s

[
B\ﬂ

[11]

o

Q

o

(o
I
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We can now calculate the discrete PDF.

Case I (k = 127):

There are three cases:

Cx=w?
© 2
1 20
P(127) = 4/” e dx (7.2-17)
Zﬁcz
x 127q
- —& ./. et at 20
2 p 4
2wcx
127g-u
YZ o
=%_2 E'.—. dt
Yr
127g-u
YZ o
P(127) = % [1 - erf (lglg———ﬂ )} (7.2-18)
20
p 4
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Case II (k = -128):

2
X =-w)
. -127q 2 ai
P(-128) = e dx
2#02 -
X
-127q -
. 2 ox _tz
= e 2 o dt
> X
2wo —
b.4
-127q - U

P(-128) = % [1 - erf (%)}
20

Case III (-127 < k < 126):

_ iz_:muli
. (k+1)q 2 “:2:
P(k) = e dx
2
2wcx ka
k+1 -
20
X 2
= l e t dt ﬁ [+
2 Jka -y *
2no
b4 20
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(k+l)g — 4 kg - u
1.2 V2 oy -2 V2 oy -2
= E - e dt - e dt
™| Yo 0
1 (k+l)q = @) =
P(k) = ; erf ktl - erf kd -y (7.2-22)
V3o, Vi o,

To sum the cases, and using the notation P7 (k) to represent the
probability of having the value k in one sample of x, we get

(.5 1 - erf (1313—2—9) k = 127

P, (k) = < .5 | erf (ikillg—=—“) - erf(:gg—:—u) —-127<k<126 (7.2-23)

501 - erf (lglﬂ—i—u) K = -128

vhere q is defined in equation 7.2-11.

Now that we have the density of the Sample—and-Hold/ADC, we can
find the PDF of the system.
7.2.1.2 Density of zp

To obtain the density of z,, we must first sum x over a bit, take
the absolute value of the sum, sum the result over eight bits, and finally

scale it by ASCL.

We first sum over the number of samples per bit, NSB, which is
equal to 2T+l, Adding two samples is equivalent to convolving the two



densities. If we define Pj’x(k) as the probability that j samples of x(t)

sum to k and define y as the sum of x over one-bit, we then get:

P_(k) P (k)
y 2r+l,x

% r+l
1,x 1,x * ... Pl,x(k) (2 terms)

where
A*B (k) = E A(3) B(k-3)

j =D

Now,

- * r+l
Py(k) <Pl,x*P1,x)*(Pl,x*Pl,x) "'*(Pl,x*Pl,x) (2
r
= (Pz,x*PZ,x)*"'*(Pz,x*Pz,x) (2" terms)
r-1
= (P4,x*P4,x)*'"*(P4,x*P4,x) (2 terms)
P (k) = (P *P )(k)
y Zr,x 2r,x

7-10
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Or, working backwards:

P (k) =P _ *P _
y 27, 27,x
=[P *p *Pp
( 2Tl y 2Flg zr,x)
= ([P *P *P *P
(( zr_z,x 2F Z,x) Zr—l,x) 2t x
= P *P \* *P *P
((( Zr's,x 2r¢3,x) zr_z,x) zr_l,x) 2% ,x
L ]
[ ]
L
={... * * * k., . % 2=
B (k) ( (P 4 Pl,x) Pz’x) Py ) Pzr x) (k) (7.2-27)
?

Equation 7.2-27 has just r+l terms, so to find the density of ¥,
convolve the density of x with itself, then convolve the result with itself,
then convolve that result with itself, etc. When r+l convolutions have been
done, the result is the discrete PDF for y.

Since our accumulators are fifteen bits magnitude, there is a pos-
sibility of accumulator overflow. This can occur when the maximum sample
value times the number of samples ‘exceeds the maximum accumulator value. Thus:

15

2T 7 1y > 2 1

v

2r+1

v

258.007

r+l > 8.01

7.01 (7.2-28)

2]
Iv
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Since r is an integer, equation 7.2-28 tells us that there is a
possibility of accumulator overflow for r = 8 or 9. The probability values
for sums greater than x32767 are folded into the value for %32767. Thus,
we can state generally:

( -]
E P r+l (3 k= 32767
2 X
J=32767
P (k) = k ki < 32767 2=
G0 = < P || (7.2-29)
»
-32767
\ E P 1 (3 k = -32767
jm—m 2 +X

We now take the absolute value of y, which gives us:

P (k P _({-k k>0
Y( ) + y( )
P k) = P (0 k=20 7.2-30
|Y|( ) y( ) ( 30)
0 k<20
Then we sum over eight bits. Using equation 7.2-27, we have:
P k) = { P * P * P ] * P 7.2=-31
8, |y ¥ [ ®y,ly] * Pu, iy’ * B2, vl 4,|y|] ¢ )

All that remains is to scale the above result by ASCL. Scaling the
eight bit sum has the effect of compressing the total number of discrete
values which are allowed. So if we define:

1
L = ASCL (7.3~32)
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M = Min (25} (127), 32767) (7.2-33)
Then
(340.5)L-1
2(3) = :E: R R A
k=(3-0.5)L
k>0

Finally, we can calculate the probability distribution of 2z,
simply as:

3

P = D B (D) (7.2-35)
i=0

Now all we have to do is calculate these numbers.

7.2.2 Implementation

While the theory presented in Section 7.2.1 is nice, it is useless
if we cannot actually compute F,(j). For example, the lowest data rate,
7.8125, requires ten convolutions to calculate Py(k), the last two consist-
ing of convolving two arrays of 32767 points.

To ease the strain of computation an approximation was introduced.
After the first three convolutions of the summing over a bit, we scale the
result by a factor of 2 after each succeeding convolution. This reduces the
amount we have to scale the result of the 8 bit sum by a factor of 2. While
this does introduce some roundoff error, it is not significant and it allows
us to generate the results used in Sections 7.3 and 7.4 in minutes as opposed
to hours or days of computer time.

7.3 THRESHOLD NUMBER CALCULATIONS

We now wish to calculate the probabilities used to compute the
thresholds. For each threshold, we need to calculate two probabilities, the
probability that z, is greater than k, when there is only noise present, and
the probability that zp is less than k, when there is a signal plus noise
present.
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7.3.1 Unlock-to~Lock Probabilities

When the CDU is out—-of-lock, the AGC amplifier's gain is set to its
maximum. This saturates the input to the ADC. Also, depending on the input
signal level to the AGC amplifier, it too saturates. Thus the maximum gain of
the AGC amplifier depends on the input signal level.

The input signal voltage range is 50 mVypg to 300 mVypg [5-1].

The measured gain is 106.4 for 50 mVyyg and 19.2 for 300 mVypg. We also
have the following values:

By = 3907 Hz (7.3-1)
R = 10.5 dB = 11.22 (7.3-2)

For the signal plus noise case, the worst case condition is the
minimum signal level. Thus:

W =50 v2 x 10-3 volts peak (7.3-3)

Substituting into equations 7.2-9, and 7.2-10, we have:

2 _ (106.4)% 0.05 v2)2 (3907) 2
x = (8000) (11.22)

[N

o =(1.57)2 (7.3-4)

(106.4) (0.05 V2)

=
]

p = 7.52 (7.3-5)

As can be seen, if there is a signal when the CDU is out-of-lock, it will
saturate the ADC.

The probability that z; is less than k is just equation 7.2-35.
Thus, to get this probability, we just substitute in equations 7.3-4 and 7.3-5.
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For the noise only case, we want the maximum level of noise. going
into the CDU. Since we are dealing at the threshold STy/Ng, the maximum
noise input, for a constant STy/Ng, occurs for the maximum signal level.
Thus:

W = 300 V2 x 10-3 volts peak (7.3-6)

We:- then get:

2. (19.2)% (0.3Y2) (3907) 2F
x (8000) (11.22)

I
o, =(1.7o)22 (7.3-7)

p=20 (7.3-8)

The probability that z, is greater than k is just 1 minus the
probability that 2z, is less than or equal to k, or:

Pz, > k) =1-F, (K (7.3-9)

The two probabilities, P(zp > LKTH) for noise only and P(zp <
LKTH) for signal plus noise are shown, for each bit rate, in Figures 7-3 to
7-9, which are in Section 7.4.2. :

To obtain LKTH, we must find a threshold that satisfies both the
probability of false lock requirement (noise only case) and the probability of
not acquiring requirement (signal plus noise case). The two requirements are:

4

P, = P(false lock) < 1.0 x 10™ (7.3-10)

1

P, = P(not acquiring) < 1.0 x 1074 (7.3-11)

A false lock occurs when for two successive lock intervals zp is
above LKTH. Since each interval is independent of all other intervals,
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P (false lock) is just the square of the probability of 2z, being greater
than LKTH for one interval. Thus:

P, = VP, < 1.0 x 1072 (7.3-12)

The acquisition when there is a signal must take place in 176 bits
or approximately 22 eight-bit intervals. To acquire, we require two consecu-
tive intervals with n greater than LKTH. Although we have 22 intervals, we
assume that approximately two-thirds of this time is required for achieving
sync. So, we assume that we have seven intervals to detect lock, in the worst
case,

The requirement of not acquiring is equal to one minus the prob-
ability of acquiring. Thus, using the notations of Appendix 7A, we have

P(2,5) > 1 - 1.0 x 1072

Iv

(7.3-13)
P(2,5) =2 0.9999

From Table 7A-2, we know that the required probability of zp
being greater than some k is 0.957. So we want the probability that 2z, is
less than our threshold to be:

PA <1 - 0.957 = 0,043 : (7.3-14)

From observation of Figures 7-3 to 7-9, we see that we have plenty
of margin, so we reduce our requirement to 0.001 for both Pg and Pj, to
allow for the difficulty of calculating the probabilities.
7.3.2 Lock~to-Unlock Probabilities

When the CDU is in-lock, the AGC amplifier's gain is set to keep
the signal level going into the sample and hold equal to the value calculated
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in Section 5 (presented in Table 5.3-1). Thus, for any signal level, we can
assume that the gain is unity and the signal level is A(r). So, for the noise
only case:

2 (0% aEn? eon 2F

x - (8000) (11.22)
r
o, = 0.0435 (A(T)) 22 (7.3-15)
p=20 (7.3-16)
and, for the signal plus noise case:
T

o, = 0.0435 (A(r)) 22 (7.3-17)
o= (1) (AX(r)) = A(r) (7.3-18)

To obtain ULKTH, we must find a threshold that satisfies both the
probability of dropping lock (moise only case) and the probability of false
lock drop (signal plus noise case). The two requirements are:

P3 = P(dropping lock) 2 0.98 (7.3=19)

P, = P(false lock drop) < 2.5 X 1077 (7.3-20)

For the CDU to drop lock, there must be two consecutive eight-bit
intervals where zn is less than the threshold. Since each interval is
independent, we get
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[P(zn < ULKTH)]2 <2.5% 10'9

5

P(zn < ULKTH) < 5 x 10 (7.3-21)

For the CDU to drop lock after removal of the signal, there must be
two successive intervals with z, less than the threshold. Thus:

[P(z_ < ULKTE)1®> 0.98

[1- Bz > ULKTH)]2> 0.98
1 - P(z, > ULKTH) > 0.99

P(zn > ULKTH) < 0.01 (7.3-22)

Now, P(z, > ULKTH) for noise only and P(zp < ULKTH) for signal plus
noise are plotted together for the various bit rates in Figures 7-10 to 7-16.
7.4 RESULTS

Using the results of Section 7.3 and the figures presented in Sec-
tion 7.4.2, we choose the bit rate dependent thresholds LKTH and ULKTH. These
numbers are then verified by testing with the CDU breadboard unit. The
thresholds are presented in the following section.
7.4.1 Threshold Rumbers

The threshold numbers are given in Table 7.4.1.

Notice that the ULKTH numbers are all close to the same value,

This is due to the fact that when theée CDU is in-lock, the signals are scaled
so that the loops are data rate independent.
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Table 7.4-1. Threshold Values

T LKTH ULKTH
3 130 68
4 213 70
5 166 70
6 123 68
7 180 72
8 132 70
9 190 76
7.4.2 Threshold Figures

A list of the figures in this section follows:

Figure 7-3: 500 bps, Lock Threshold
Figure 7-4: 250 bps, Lock Threshold
Figure 7-5: 125 bps, Lock Threshold
Figure 7-6: 62.5 bps, Lock Threshold
Figure 7-7: 31.25 bps, Lock Threshold
Figure 7-8: 15.625 bps, Lock Threshold
Figure 7-9: 7.8125 bps, Lock Threshold
Figure 7-10: 500 bps, Unlock Threshold
Figure 7-11: 250 bps, Unlock Threshold
Figure 7-12: 125 bps, Unlock Threshold
Figure 7-13: 62.5 bps, Unlock Threshold
Figure 7-14: 31.25 bps, Unlock Threshold
Figure 7-15: 15.625 bps, Unlock Threshold
Figure 7-16: 7.8125 bps, Unlock Threshold
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UNLOCK-TO-LOCK Probabilities (LKTH)
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PROB (SUM > THRESHOLD) (NOISE ONLY)

10

—
(=]
]

-

10-2

—
o
I

(F%]

S
1§

UNLOCK-TO-LOCK Probabilities (LKTH)

I

I

|

10

10-3

50 100

Figure 7-5.

150

200

250

300

Threshold Value, r = 5, Rate =

7-22

350

125 bps

400

PROB (SUM < THRESHOLD) (S + N)



PROB (SUM > THRESHOLD) (NOISE ONLY)
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UNLOCK-TO-LOCK Probabilities (LKTH)
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PROB (SUM > THRESHOLD) (NOISE ONLY)
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PROB (SUM > THRESHOLD) (NOISE ONLY)

LOCK-TO-UNLOCK Probabilities {ULKTH)

100 T I T I ] T ~10Y

1071 107

10-2 - —1072

1073 - 1073

1074 = —10-4

10-3 1 | 1 1 | | 10-5
0 20 40 60 80 100 120 140 160

Figure 7-11. Threshold Value, r = 4, Rate = 250 bps

7-28

PROB (SUM < THRESHOLD) (S + N)



PROB (SUM > THRESHOLD) (NOISE ONLY)
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PROB (SUM > THRESHOLD) (NOISE ONLY)
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PROB (SUM > THRESHOLD) (NOISE ONLY)
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PROB (SUM > THRESHOLD) (NOISE ONLY)
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TA PROBABILITY THAT AN EVENT OCCURS AT LEAST TWO SUCCESSIVE TIMES
DURING N TRIALS, GIVEN THE PROBABILITY OF ITS OCCURRENCE IN A
SINGLE TRIAL

We wish to find the probability of an event occurring at least
twice in succession in N trials. We define the following:

d
[}

Probability of event occurrence in a single trial (74-1)

(1-P)

Probability of no event occurrence in a single trial (7A-2)

P(2,N) = Probability of at least two successive occurrences
during N independent trials (7A-3)

For example, for N equal to 4 we have:

P(2,4)

Prob (2 successive in 4 trials)
+ Prob (3 successive in 4 trials)

4+ Prob (4 successive in 4 trials)

2 2 4
= 3p2(1-p)% + 2p°(1-p)p + 2p°(1-p) + p (TA-4)
= 3p2 - 6p3 + 3p4 + 4p3 - 4p4 + p4

P(2,4) = 3p° - 2p° (7A-5)

If we define Al,N as the coefficient of the ith term for N trials
we can state P(2,N) as:

P2,N) = QA o pl (7A-6)
=2

Thus, calculating the Aj y becomes just an exercise in combinatorics to be
done on a computer. The results are shown in Table 7A-1.



Table 7A=1,  Values of Ai,N

i 2 3 4 5 6 7 8 9 10 11 12
N

2 1 0

3 2 -1 0

4 3 -2 0 0

5 4 -3 -1 1 0

6 5 -4 -3 4 -1 0

7 6 -5 -6 9 -3 0 0

8 7 -6 ~-10 16 -5 -2 1 0

9 8 -7 -15 25 -6 -9 6 -1 0
10 9 -8 =21 36 -5 =24 18 -4 0 0
11 10 -9 =28 49 -1 =50 39 -7 -3 1 0
12 11 -10 -36 64 7 =90 70 -4  -18 8 -1

We now wish to find the probability of the single event, P, given
P(1,N). Since we have the equation for P(2,N) (equation 7A-6 and Table 7A-1),
we just need to find the root of the equation for the given value of P(1,N).

Using a root-finding algorithm based on Newton's method [7-3], a
computer was programmed to find the roots for P(2,N) equal to 0.99 and 0.9999,
with N in the range of 2 to 12. The results are in Table 7A-2. Note that P
is just the probability of z, being greater than some k; i.e., equation
7.2-33,
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Table 7A~-2.

Required Single Event Probabilities

N P(2,N) = 0.99 P(2,N) = 0.9999
2 0.995 0.999
3 0.990 0.999
4 0.941 0.994
5 0.910 0.990
6 0.861 0.971
7 0.823 0.957
8 0.785 0.933
9 0.751 0.913
10 0.721 0.890
11 0.693 0.869
12 0.668 0.848




SECTION: 8

SINGLE EVENT UPSETS AND SNR TELEMETRY. WORD

This section provides data on two subjects that have been mentioned
in other sections: the CDU's ability to handle Single Event Upsets (SEU's) and
the SNR telemetry word that the CDU outputs for inclusion into the spacecraft
engineering telemetry data.

8.1 SINGLE EVENT UPSETS

An SEU oceurs when a cosmic ray hits the 80086 or any SEU sensitive
device with enough energy to change the state of a bit. This bit flip is only
temporary and does not affect the microprocessor's operation after the fact,
The susceptibility of a microprocessor to SEU's depends on how the chip is
manufactured and how it is packaged. As of this time, the CDU project does
not have sufficient information to do a detailed analysis of the effects of
SEU's on the CDU. The following results are based on an assumption that the
CDU will "see" 2.0 SEU's per day.

There are three things that can occur when a bit flip occurs:

(1) A bit in the program counter is flipped, causing the micro-—
processor to step through the code incorrectly or to jump to
a nonexistent memory locatiom.

(2) A bit in one of the registers or one of the memory locations
is flipped, causing one of the loop parameters to be altered.

(3) The output data bit is flipped.
Each problem has a solution that is presented below:

(1) A "proper operation" pulse is sent to an SEU recovery cir-
cuit, consisting of a retriggerable timer, every 125 micro-
seconds. If this pulse is not received and the timer is
allowed to timeout, the CDU undergoes an SEU reset, which
resets the CPU. This causes the CDU to lose lock.

(2) Depending on'which bit in the loop parameter is .flipped (the
most significant, the least significant, or one-in between),
the error may cause the output data bit to flip, the CDU to
lose lock, or nothing. As will be shown below, if the output
data bit is affected, the error can be corrected and a loss
of lock can be recovered from.

(3) Assuming that we have a bit error rate of 1.0 x 10~3 out of
the CDU and an uplink at a rate of 31.25 bits per second for
2 hours per day, we would average 2.25 errors per day (with-
out SEU problems). Assuming that all SEU's occur in this
2 hour period and that each SEU causes an output bit flip, we
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would now average 4.25 errors per day, or a bit error rate
out of the CDU of 1.9 x 1079, Also assuming that the
gpacecraft will use the CDSDS recommended uplink code (as
Galileo and Magellan do), [8-1] shows that the bit error rate
after error correction will be around 10'10, which will
prevent the SEU induced error from affecting the data stream
error rate.

So in the worst case, the CDU will lose lock an additional 2 times per day as
a result of SEUs.

8.2 SNR TELEMETRY WORD

The SNR telemetry word allows the analysts on Earth to generate an
estimate of the ST/Ng that the CDU is receiving. This section will describe
how to use the SNR telemetry word to generate an estimate of the ST/Ng.

The network that the input signal plus noise must travel is shown
in Figure 8-1. Notice that this is just the value that is used by the AGC
Loop to generate an error signal and by the Lock Detector to compare against
the threshold numbers.

- |v~'¢"3NR
S&H NS8 8 _J
Slt)+nit) —-ted BPE pimd ‘:E:; ..... W E - || i E ASCL —r AGC
ADC 1 1 l
—= L OCK o
DETECTOR

Figure 8-1. Input Network

The input modulated signal is s(t) and the additive, white gaussian
noise is n(t). The signal has peak amplitude A, thus its power, S, is equal
to:

2
S = %—-» (8.2-1)

This signal plus noise is bandlimited by the predetection bandpass
filter, whose noise bandwidth is By. Since we have white gaussian noise, we
get:

- NOBN (8.2-2)



or

The ADC samples at the peak of the subcarrier sinewave. This means
that the ADC has an effective voltage gain ofsff? thus, the noise power is
increased by a factor of 2. Since the noise is zero mean, this means that the
outgut of the ADC is a gaussian random variable with mean A and variance
2 g%. We will represent this with the notation N(A, 2 ¢2). We are
assuming here that we have sufficiently high ST/Ng to avoid saturating the
ADC, which would modify the gaussian distribution.

We then sum over the number of samples per bit, 2T+l Since we
are summing independent gaussian random variables, the output of this opera-
tion is N(2T+l, 2T+2 g2),

Next, we take the absolute value of the sum. If we are at suffi-
ciently high ST/Ng (say 8 dB and higher), the tail of the distribution does
not contribute much to the mean and variance. So we will assume that the ran-
dom variable output of the absolute value is the same as the input.

The absolute value is followed by a sum over eight bits. Again we
are summing independent gaussians, so the result is N(2T+4a, 2T+5 g2),

Finally, to get the telemetry word, we scale the output of the sum
over eight bits by the data rate dependent scaler ASCL, which gives us the
distribution of the SNR telemetry word:  N((ASCL)2T+4A, (ASCL)Z22T+5 ¢2),

To generate the estimate of ST/Ngp, we observe the statistics of
the SNR telemetry word. Working with the sample mean, u', and the sample
variance, 0'2, we get the following:

u' = (ASCL) 2T+4 A (8.2-4)
0'2 = (ASCL)2 2T+3 o2 (8.2-5)
Which gives us:
A2 = (ASCL)~2 2-2r-8 +2 (8.2-6)
02 = (ASCL)~2 2-r-5 g'2 (8.2-7)



Also recall that:

r-1
-
T = 2000 (8.2-8)

Using equations 8.2-1 and 8.2-3, along with equation 8.2-8, we get
the following for ST/Ngp:

2
ST/NO = (A /2)T/N0
(8.2-9)
2,r-2
= A"2 BN
2000
Utilizing our results in equations 8.2-6 and 8.2-7, we get:
(ASCL)-ZZ_ZI-S p,2 2r—zBB
ST/N, = 2,15 2
(2000(ASCL) . "2 g'")
B 2
_(=E) -5 (wel
= (2000) 2 ( '2) (8.2-10)
a
B 2
- N[
ST/Ny = %4000 (cr')

There is just one thing that remains to be done. Since we are
dealing with a statistical measurement, we want to provide a confidence inter-
val for this measurement. Since the AGC keeps the observed mean very close to
the expected mean, we are only interested in a confidence interval for the
variance of our measurement. From [8-2], we know that for a gaussian random
variable, with n samples, the estimator of the variance, 0'2, has a chi-
square distribution with n-1 degrees of freedom. For the estimate of ST/Ng,

n is quite large. From [8-3], we know that for large n, the probability that
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a chi-square variable is less than C is approximately equal to the probability
that a N(0,1) (gaussian, mean zero, variance one) variable is less than X,
where X is:

x < L=0) (8.2-11)

We want a 95% confidence interval for the true variance, VAR. This
is equivalent to saying:

Prob(n/b o'% < VAR < n/a o'2) = 0.95 (8.2-12)
where a and b are defined as follows:

Prob (C < a) 0.025 (8.2-13)

Prob (C > b) 0.025 (8.2-14)

Using the relationship between the chi-square random variable, C,
and the N(0,l1) random variable, X, (equation 8.2-11), we can say:

Prob (C < a) = Prob (X < q) = 0.025 (8.2-15)
Prob (C > b) = Prob (X > r) = 0.025 (8.2-16)

Or, since X is a normal random variable:
q = -1.960 (8.2-17)
r = 1.960 (8.2-18)

Usiﬁg equation 8.2-11, we get:
C=n+V2nX (8.2-19)
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So:
a=n+7Van (-1.96) (8.2-20)
b=n+V¥2n (1.96) (8.2-21)

So, using equations 8.2-20 and 8.2-21 in equation 8.2-12 provides
the confidence interval limits on 'the variance. To get the confidence inter-
va% on ST/Ng, just substitute these limits into equation 8.2-10 in place of
g'é,
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SECTION 9

HARDWARE

The hardware of the CDU ‘is made up of two distinet sections, the
analog section and the digital section. The 80C86 microprocessor is the heart
of the system; it controls both the analog and digital sections. All inter-
faces between the two sections are buffered and, if needed, latched, ~Fig-
ure 9-1 provides a block diagram of the hardware implementation.

9.1 ANALOG SECTION

The analog section consists of two parts, the automatic gain con-
trol amplifier (AGC amp) and the sample-and-hold/ADC.. These sections receive
from the digital section the AGC control word, the in-~lock/out-of-lock status
signal, the ADC start convert pulse, and the ADC clockj -the analog section
sends to the digital section the digitized samples of the input signal, which
is received from the NXT. A description of the two parts of -the analog sec-
tion follow.

80C86 RAM PROM
ADDRESS/
DATA, A
_ ADDRESS
TEST RES LATCH
DEVICE
SELECT
TRANS-
CEIVER
1 3
SEU & l I I 7 CONTROL
POR AGC DATA cLock ADC DATA PARALLEL | I N
LATCH TIMER LATCH 170 I
E 3
¥ ; 7 COMMAND
| DAC & s/H L lam SERIAL A
RECEIVER COMMAND wmmmert 5C . AMP AMP[T™] CONVERTOR CUTPUT c
E 4
05C. MON S 7 tetemery

Figure 9-1. NASA Deep Space CDU Breadboard Block Diagram



9.1.1 Automatic Gain Control Amplifier

The AGC amp is a variable gain amplifier that is used to provide a
constant amplitude signal to the sample-and-hold circuit. The AGC circuit
consists of two sections, a 9-bit DAGC and a dual gain amplifier. Figure 9-2
provides a diagram of the AGC amplifier circuit.

The AGC amplifier gain is controlled by a 10 bit word (the AGC con-
trol word) that is generated by the AGC software algorithm. .  The nine MSB's
are used to control nine switches in an R-2R resistance ladder (in our case, R
is 10 K). This ladder is used, along with an op amp which converts the cur-
rent through the ladder into a voltage, as a digital-to-analog converter
(DAC); this discrete component configuration is used because there is not a
flight approved rad hard DAC available. The signal received from the NXT is
applied to the input of the ladder network, which splits the resulting current
between Output 1 and Output 2. The bits of the AGC control word control
whether the current goes to Output 1 .or Output 2. At each branch of the net-
work, the current that flows to the next branch is one-half of the current
that entered the branch. The current from DAC Output 1 is the input to the
current to voltage converter, and the current from OQutput 2 is shunted to
ground. The gain of this circuit is discussed in Section 3.2 and the algo-
rithm that controls it is described in Section 5.

10 kQ 10k0 10 kQ
VN =———AAA AAAS l e AN
20 kQ 20 kQ 20 kQ 20kQ 20 kQ CDU LocK
[ 1 ! 1 |
. QUT 21
? + \
" out 1| ! -
|
AAA i

Figure 9-2. AGC Variable Gain Amplifier

The output of the current-to-voltage converter is then fed into a
second op amp, which has dual selectable gains. The gain of this amplifier is
selected by the status of the in-lock/out-of-lock signal. When the CDU is
out-of-lock, it requires the maximum possible gain to insure acquisition of
the uplink signal, When it is in-lock, the maximum gain is not desired, since
it saturates the ADC and causes accumulator overflow (discussed in Sec~
tion 5). Refer to Section 7 for the discussion of the in-lock/out-of-lock

gain numbers.



9.1.2 Sample-and-Hold/ADC

The sample-and-hold/ADC circuit, consists of a track and hold (T/H)
amplifier, followed by the ADC, as shown in Figure 9-3.

This circuitry is controlled by the ADC clock and the start convert
pulse, which are provided by the digital section. The start convert pulse and
the 0.9984 MHz ADC clock are asynchronous; thus the pulse .width of the'start
convert pulse must be wider than the period of the ADG.clock. to assure:-that
the pulse will be active during a low to high transition of the ADC clock,

The start convert pulse is generated by counting down three cycles of the
peripheral clock, a 2.946 MHz clock, which results in a pulse that is

1.2 microseconds wide, providing us a 20% timing margin. The start cenvert
pulse is also used to place the track and hold amplifier in the hold state
through a set/reset flip-flop.

START
CONVERT CLOCK

St

Q F/F
R
| ¥
= HOLD BIT9
TH :
SCALED HA2420 - ADC

SC®D+n MN5211 » ADC DATA BYTE

LT

LY

Figure 9-3. Track/Hold Amplifier and ADC

When the ADC starts converting the-ninth bit, the bit 9 output-has
a high to low transition. Thus, when the ADC has converted the eighth bit,
this high to low transition is used to reset the flip-flop, which allows the
T/H amplifier to track the input again. The eight bit converted sample is
then sent to the digital section for processing by the CDU software. A timing
diagram for the ADC is provided in Figure 9-4.

Considering all of the delays in the convert command circuitry, the
maximum convert time is 9.2 microseconds (1.2 miecrosecond: pulse plus eight
cyeles of the ADC clock); the T/H amplifier has an acquisition: time of
5 microseconds to track the signal once it is released from the hold-state.
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Thus we require 14.2 microseconds, worst case, for each sample; the shortest
possible time between the convert pulses is 15.625 microseconds, which gives
this process margin of 1.425 microseconds.

SSv= SR N 5 T O N e e I O I I e 6
CONVERT 7/ |
TRACKMOLD 72
MSB 5 BB
BIT 2 s L
BIT3 /v B 0

]
|
‘.
BIT 4 T . LD i
BITS 7 R 9 !
BIT 6 2| 1 9 :
BIT7 7 L] i
|
BITS 20 Lo
sre T LR

Figure 9-4. ADC Conversion Timing

9.2 DIGITAL SECTION

The digital section is designed arcund the Harris 80C86 sixteen bit
microprocessor and associated family of peripheral chips. It has 2 K bytes of
RAM for temporary storage of ‘program variables and 4 K bytes of ROM for stor-
age of the operating system software. A programmable timer is used along with
a crystal controlled clock to generate all of the needed clock signals. SEU
protection circuitry is provided-as discussed in Section:9.2:2. - All of the
microprocessor 1I/0 is performed through memory mapping, and: is latched, using
the device select. ~A block diagram of the digital section is provided:in
Figure 9-5.

9.2.1 System Timing
The .CDU basic clock is generated by a crystal controlled 82C385

clock controller/generator. A crystal frequency of 14.976 MHz was selected to
provide: a frequency: (4.992 MHz) that is as close to the 80C86's maximum clock



rate of 5 MHz as possible while providing a clock period that is an integer
multiple of the subcarrier period so that it can be used for generating exact
timing between the error and data samples.
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PROGRAMMABLE CD4066B a2c82 82082 #2c83 PARALLEL/SERIAL
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DATA RATE IN DATA RATEOUT - age Q TLM SLOCK
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cLOC COMMAND D. WORD DATA SAMBLE SERIAL TLM DATA
OSC MONITOR CDU LOCK STATUS SNR ENABLE
ADC sn;n'r CONV. BIT SYNC TLM ENABLE

SUBCARRIER REF.

Figure 9-5,: Digital Block Diagram

9.2.2 Single Event Upsets

Although the 80C86 is radiation hardened to 100 K rads, it is. still
susceptible to single event upsets. The CDU design provides the ability to
detect ‘and recover from single event upsets (SEUs).

There are two types of SEUs, soft and hard. - Soft SEUs are non-
detectable occurrences, such as flag bits being changed, data values being
changed, instructions being changed from one valid instruction to another, and
address bits being changed from one valid address to another. Hard SEUs are
detectable and could appear as an instruction being changed to a nonexistent
instruction, or an address being changed to an illegal or nonexistent address;
either of ‘these ‘could cause an unprotected system to fail. . Soft SEUs might
cause a loss of lock, which is recoverable; however, a hard SEU could result
in an SEU induced processor halt or an endless loop state, which would require
external intervention to correct. . To eliminate the need for this external
intervention, the CDU design provides an SEU protection circuit.
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9.2.2.1 Single Event Upset Protection Cirecuilt

The SEU protection scheme is made up of two parts: software
generated proper operation (PO) pulse when there is no detected SEU and
hardware external from the microprocessor which is SEU immune that resets the
CPU if the PO pulse is not received. The PO.pulse is sent by the software
every 125 microseconds if a hard SEU has not affected the CDU's operation,

The SEU reset cirecuit consists of two stages, a retriggerable
single shot and a non-retriggerable single shot, as shown in Figure 9-6. As
long as the PO pulse is received, the output of the first single shot is kept
in the active high state, which/in turn keeps the output of the second stage
in the quiescent low state. The output of the second stage is logically OR'ed
with the power-on reset signal and fed indireectly to the reset input of the
CPU through the 82C85 clock chip. The reset pulse is also fed back to the
input of the first stage to reset its timeout period in the event of multiple
SEU hits.

b, = 190 us t, = 3us
FIRST STAGE SECOND STAGE
PO PULSE === - RETRIGGURABLE = NON-RETRIGGURABLE RESET PULSE
SINGLE SHOT SINGLE SHOT —

-

Figure 9-6. ' SEU Reset Circuit

Figure 9-7 provides a timing diagram of the protection circuitry in
the event of an SEU. As can be seen, if the next PO pulse is not received
190 microseconds after the last PO pulse, the output of the first stage will
fall to the low state, which triggers the second stage's 3 microsecond reset
pulse. This reset pulse resets the CPU and the first stage. The reset causes
the CPU to reinitialize itself, restart the PO pulses, and begin to reacquire
the uplink signal. ' If an additional SEU were to occur, the procedure would
repeat itself.

9.2.2.2 Single Event Upset Timing Considerations
In order for the 80C86 microprocessor to recognize an external
reset, its reset pin must be held active for at least 4 clock cycles, which is

equal to 800 nanoseconds for a 5 MHz clock. The reset pulse of the recovery
circuit: is 3 microseconds wide, or 3.75 times as large as needed, providing
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ample timing margin. Worst-case circuit analysis (WCCA) [9-1] shows that the
timing for the first stage of the recovery circuit may vary by %27.5%. This
is shown in Figure 9-8.

/ SEU OCCURS

PO PULSE “ Il

FIRST STAGE

OUTPUT TIMEQUT

FIRST STAGE

~ata— 400 ns

|
|
| —{ - 3 s
OUTPUT ;
|
|

SECOND STAGE i
I

T
RESET PULSE ;
| 125 ps =190 s =1 136 us | 125 us k=

Figure 9-7. Protection Circuit Timing Diagram

As can be seen, the 190 microsecond pulse width can vary from
137.7 microseconds to 242.25 microseconds. Comparing these WCCA times with
the 125 microsecond PO pulse, we see that we have a drift margin of
12.75 microseconds for the 137.75 microsecond pulse, and a drift margin of
7.75 microseconds for the 242.25 microsecond pulse. Also, there is a further
timing requirement that the PO pulses be separated by at least 40% of the
first stage's pulse width (242.25 microseconds in the worst case), or
97 microseconds. Thus, we get the following constraint on the period of the
PO pulse: 97 microseconds < PO < 137.75 microseconds.  The PO pulse
itself may also vary, once per bit time, due to the timing bump applied by the
Subcarrier Tracking Loop (see Section 4). In the case of a maximum bump, the
PO pulse period would be 133 microseconds; for a minimum bump, the period
would be 118 microseconds. Thus, for all values of subcarrier bumps and for
all possible timing variations of the first stage, the PO pulse will prevent
the SEU protection circuitry from falsely resetting the CDU. This means that,
if the PO pulse does not retrigger the first stage and the CDU 1is reset, an
SEU has indeed occurred.
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Figure 9-8. Timing for First Stage Recovery Circuit
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SECTION 10

CDU SOFTIWARE

It is the software that implements all of the algorithms discussed
in Part IT of this report. The software is written in 80C86 assembly lan-
guage and is burned into a PROM. The CDU cannot be reprogrammed in flight.

This section will discuss five aspects of the software design and
operation: choice of language, sampling scheme, software sectionalization,
software output, and SEU handling. There are also two appendicess “Appendix A
presents the software flowcharts, and Appendix B provides the assembled code.

10.1 CHOICE OF LANGUAGE

In gemeral, it is preferred that software be written in a higher
level language, such as the € programming language, to create a program that
is easy to maintain and to transfer from machine to machine. However, there
were four reasons why the CDU could not use a higher level language and was
forced to use the native 80C86 assembly language. These reasons are:

(1) Speed of resultant code - Assembly language code is faster by
at least a factor of two. This speed is mandatory to com-
plete the necessary computations within the allotted time
between samples.

(2) Size of resultant code - Assembly language programming pro-
duces code that requires less storage than equivalent C code.

(3) Access to hardware devices - There is no provision in the C
programming language for access to memory mapped device
registers or I/0 ports. This access is required for the CDU.

(%) Synchronization - The C programming language makes no provi-
sions for task or program synchronization with external
everits. The CDU is required to be able to track the sub-
carrier's zero crossings.

Thus, for the above reasons, the CDU was programmed in 80C86
assembly language. This choice provides sufficient CPU cycles in each section
of the program to perform the needed computations when executing the longest
path.

10.2 SAMPLING SCHEME
To perform correctly, the software must be synchronized with the

uplink subcarrier zero crossings. Since it is impossible to exactly calculate
the time for the next sample in software (due to branch jumps), the
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synchronization is obtained by using the 80C86's WAIT instruction and a
programmable interval timer chip.

As is described in Section 4, the Subcarrier Tracking Loop tracks
the zero crossings of the sinewave subcarrier. The software achieves this
synchronization by adjusting timing intervals between the samples. As can be
seen in Figure 10-1, if the software takes the sample at the zero crossing, it
must take a sample 15.625 microseconds later and then sample the zero crossing
again 109.375 microseconds after that.

The software controls the hardware to do this, The 80C86 has. an
instruction, the WAIT instruction, that causes operations to be suspended
until a signal is asserted on the TEST pin of the 80C86. . This signal is gen-
erated by the 82C54 programmable interval timer. The timer is programmed to
operate as a divide~by-N counter. At the end of each N count, the counter
reloads the value of N and starts counting again. -Thus, the timer can have
the next count loaded into its buffer before it finishes counting, allowing
the software to program different sampling periods before executing the WAIT
instruction. In other words, when the timer causes the operation suspension
to end so that the error sample can be taken, the time to count until the data
sample is already in the timer's buffer. So the.new time is loaded in and the
timer starts counting down.

—~— =— 15625 4

- 109.375 usec

ANEVAN

ERROR ERROR
DATA DATA

Figure 10-1, Sample Timing



The sequence of operation is as follows: The counter counts down a
programmed number of microprocessor clock cycles, issues a pulse, reloads the
count down start with the value in its buffer and starts counting down again.
When the signal is issued by the counter, the ADC starts converting and the
microprocessor "wakes up". Upon "waking up”, the program places in the
counter's buffer the next value to be counted down from and then does its com-
putations. When it is finished with its computations, the program executes
the WAIT instruction again and waits for the next sample command.

Every other subcarrier cycle an error sample and a data sample are
taken, with the data sample being taken one-quarter of a subcarrier cycle
after the error (subcarrier zero crossing) sample. The data sample is taken
15.625 microseconds after the error sample, and if the CDU is in perfect sync,
the next error sample is taken 109.375 microseconds after the data sample. If
the CDU is not in perfect sync with the subcarrier, once per bit the time
between the data sample and the error sample is adjusted to correct the offset
(this is known as the subcarrier bump). This correction, adjusting the number
of clock cycles between the samples, converts the phase error of the
subcarrier tracking loop into the appropriate number of clock cycles. A
lookup table, stored in ROM, provides the conversion values.

10.3 SOFTWARE DESCRIPTION

The CDU's software can be broken down into four distinct sections:
initialize (INIT), normal (NORM), midbit (MB), and end-of-bit (EOB). Each of
the CDU's algorithms are implemented in one or more of these sections.

Figure 10-2 provides a graphical representation of the algorithmic
breakdown. While the flowcharts of the individual algorithms are given in
Appendix A, a brief description of the four software sections follows:

10.3.1 INIT

When the CDU is reset, . either by a power-on reset, an SEU reset,
or a data rate change, the software reinitializes itself by entering the INIT
routine. Once inside INIT, the following functions are performed:

First, the hardware counters are initialized. Then the AGC ampli-
fier is set to the maximum gain and the CDU is placed in the out-of-lock
state. The error, data, and midphase accumulators are then cleared. The data
rate is then input and used to look up the in-lock BSCL, the out-of-lock BSCL,
ESCL/ASCL, LKTH, NSB2, and ULKTH from tables stored in ROM and indexed by the
data rate. The roundoff factors for the two BSCL values and ESCL/ASCL are
calculated next. The number of samples in a quarter bit, NSB4, is calculated
from the number of samples in a half bit, NSB2. Finally, any remaining inter-
nal variables, such as loop counters, subcarrier loop accumulators, etc., are
reset. Control is then passed to the routine NORM.
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10.3.2 NORM

The NORM routine has the job of accumulating the samples in between
the operation of the MB or EOB routines. NORM also outputs the CDU Telemetry
status and SNR data words at the appropriate times, and it also checks for a
data rate change. A brief description of the flow follows.

The error and data samples are taken and accumulated. This proce-
dure includes the setting of the programmable timer to countdown the time to
the next sample. Then, NORM checks to see if it is time to output the 3NR
data; if it is, the SNR word is sent. The next thing that NORM does is check
to see if it is time to output the Telemetry status word; if it is, the word
is sent. The data rate input is then checked; if the data rate has changed,
control jumps to the INIT routine. If the data rate has not changed, the sub-
carrier cycle counter is incremented by one. When this counter is equal to
NSB2, the counter is reset and a decision is made to either jump to MB or jump
to EOB. Otherwise, NORM loops back to the beginning of NORM.

10.3.3 MB

The MB routine takes place once each data bit period, at the pre-
dicted midbit position. It is four sample periods (eight subcarrier periods)
in length; thus it accumulates four sets of error and data samples. A brief
description of what takes place follows:

First, the Lock Detection algorithm is performed. Then the second
order portion (the integration) of the Subcarrier Tracking Loop algorithm is
done. Next, the Bit Synch Tracking algorithm is completed. In this loop, MB
checks to see if there have been 64 consecutive bits without a transition. 'If
this is the case, the bit sync bump is set to NSB4. If there has been a
transition in the last 64 bits, the bit sync bump is set to the value obtained
from the Bit Sync Loop. Finally, the bit sync bump is applied. This is done
by varying the number of samples between MB and EOB (by adjusting the subcar-
rier cycle counter), which is the same as varying the number of times that
NORM is run between MB and EOB. Control then jumps to the NORM routine.

10.3.4 EOB

The EOB routine takes place at the predicted end of each bit. It
is five sample periods (ten subcarrier periods) in length; thus it contains
five sets of error and data sample and accumulates. Briefly, the routine pro-
ceeds as follows.

First, the Subcarrier Tracking Loop calculations, which were
started in MB are completed. Then the subcarrier Bump is applied. The sub-
carrier bump is accomplished by using the result of the Subcarrier Tracking
Loop as an index for a lookup table of times to program the programmable
sampling timer. These times allow the CDU to adjust the time between the data
sample and the error sample to try to get the error sample to occur at the
subcarrier's zerc crossing. After the subcarrier bump is applied, ECB does
the AGC Loop calculations. Finally, control jumps to the NORM routine.

10-5



10.4 SOFTWARE QUTPUT

' In addition to command data, bit timing, and lock indicator
signals, the CDU software also outputs two bytes of information, the CDU
Status Word and the CDU SNR Word.

10.4.1 CDU Status Word

The CDU outputs an eight bit byte of status information with the
following format:

Bit Number Bit Description

Data rate LSB

Data rate bit 2
Data rate MSB

CDU lock status

SEU reset indicator
Not used

Not used

Not used

[+ B = (RS - VR LI ]

Where bit 1 is the least significant bit and bit 8 is the most significant bit.

10.4.2 CDU. SNR: Word

The SNR word is the sum over eight bit times of the absolute value
of the data accumulator, scaled by ASCL, This is used to provide an estimate
of the uplink SNR (see Section 8).

10.5 SEU HANDLING

O0f the several things that an SEU can do to the CDU, only two con-
ditions exist that could potentially cause the CDU to go into a state from
which it could not recover by itself: an endless loop caused by a mis—jump
into nonexistent memory or a CPU halt caused by temporary malfunction of the
internal CPU sequencing system.

In order .to allow the CDU to recover from either of these two.con-
ditions, the program provides a "proper operation" signal to the hardware SEU
recovery system every 125 microseconds (every other subcarrier cycle). If
this signal is not received by the recovery system in time, the system will
order an SEU reset, which is the equivalent to a power—on reset (but the power
is not ecycled off/on). The first CDU status word sent after the reset will
indicate a SEU reset has occurred.
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APPENDIX A

SOFTWARE FLOW CHARTS
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ACCUMULATE DATA
SAMPLES OF THE COMMAND
SIGNAL IN THE DATA
ACCUMULATOR (DACC)

DACC = DACC + ADC (D)

4

FALSE
ENDOQF BIT?

TRUE

SAVE POLARITY OF LAST
BIT (FOR BIT TRANSITION
TRACKING) :

DLST = DEST

DETERMINE POLARITY OF
CURRENT BIT (FOR
SUBCARRIER AND BIT
TRANSITION TRACKING,
AND OUTPUT TQ THE
COMMAND DECODERS)

DEST = SGN {DACC)

Y

OUTPUT DATA TO THE
COMMAND DECODERI(S)

SGN (DACC) = 1 = "1”
SGN (DACC) =0 —> "0

Y

SAVE SIGN AND MAGNITUDE

OF DATA DETECTION RESULT
(FOQR AGC FUNCTION, LOCK
DETECTION, AND BIT TRACKING)

DLAC = DACC

1

ZERO DATA ACCUMULATOR

DACC =0

o )

Figure A-1. Data Detection Algorithm
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£ND OF BIT? FALSE J)
.
WAS THE
81T TRANSITION TRUE s
BUMPED DUAING THE _
LAST BIT?

ACCUMULATE ABSOLUTE VALUE OF DATA DETECTION
RESULTS OVER 8.81T TIMES IN THE LOCK DETECTOR
ACCUMULATOR (DDCC)

OOCC = DOCC » |DLAC |

!

INCREMENT ACCUMULATION COUNTER

ACNT = ACNT + 1

END.OF
THE LOCK DECISION FALSE (
INTERVAL? .

{ACNT = 87}

RE-INITIALIZE LOCK DETECTOR TIMING

ACNT =0

!

SCALE LOCK DETECTOR ACCUMULATION

SDOCE = 00ce + 2E5CL

!

SAVE LAST LOCK DETECTOR DECISION

LLST = LEST

!

DETERAMINE CURRENT LOCK DETECTOR DECISION

LEST = SGN{SDDCL - THR)

1

DETERMINE THE LOW.LOCK STATUS AND OUTPUT
70 THE COMMAND DECODER. TELEMETRY, AND
THE LOCK STATUS TEST POINT

LLST « LEST= 0 =5 IN LOCK
LLST =LEST» 1 == OUT OF LOCK
LLST » LEST —> NO CHANGE

5

ZERO LOCK DETECTOR ACCUMULATOR

pocc =0

l

Figure A-2. - Lock Detection Algorithm
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ACCUMULATE ERROR SAMPLES OF
THE COMMAND SIGNAL IN THE
ERAROR ACCUMULATOR (EACC)

EACC = EACC - ADC (E}

'

FALSE

MiD-8IT?

END OF BIT?

LIMIT SIZE OF 2nd ORDER
CORRECTION

-128 S ICTT £ +128 TRUE

COMPUTE 2nd ORDER CORRECTION

ICT1 = 1CTT + 2ECF1

Y

SCALE ERROR ACCUMULATION
AND REMOVE DATA MODULATION

ICT = DEST * EACC + 2ESCL

: \
INITIALIZE THE ERROR ACCUMULATOR

EACC=0

1
COMPUTE 15t ORDER CORRECTION

ICTO = ICT + 2ECF0

T

Figure A-3. Subcarrier Tracking Algorithm
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WAS

FALSE THE LOCAL

ACCUMULATE SCALED AND
DEMODULATED ERROR SUMS

ICTT=ICTT+ICT

B85S REFERENCE
BUMPED THIS
BIT?

TRUE

]

SET THE ADJUSTMENT TO THE
LOCAL SUBC REFERENCE .
EQUAL TO THE SUM QF THE

1st AND 2nd ORDER CORRECTIONS

SET THE ADJUSTMENT TO THE
LOCAL SUBC REFERENCE
EQUAL TO THE 2nd ORDER
CORRECTION

SUBC BUMP = ICTO0 +.1CT1

SUBC BUMP = ICT1

,Q_

LIMIT THE SIZE OF THE ADJUSTMENT
TO THE SUBC TIMING

~8/64 Tgp S SUBC BUMP < +8/64 Tgn

PERFORM ADJUSTMENT
TO THE LOCAL TIMING

Figure A-3.

Subcarrier Tracking Algorithm (Continued)
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Y

b

ACCUMULATE DATA SAMPLES OF
THE COMMAND SIGNAL IN THE
MID-PHASE ACCUMULATOR {MACC)

MACC = MACC + ADC (D)

MID-8IT

OR
END-OF-8IT7
{SCNT = N5B2}

FALSE . COUNTER (SCNT)

INITIALIZE THE SUBC CYCLE COUNT

SCNT=4

RESET THE
END-OF-BIT FLAG

E0BMSE = FALSE

END-OF-8IT?

INCREMENT THE SAMPLE

SCNT = SCNT +1

FALSE

(EQBMB?)

y

THEN IT 1S MID-BIT.
SET THE END-OF-BIT FLAG

EOBME = TRUE

WAS THE
LOCAL 84T
TIMING BUMPED DURING

TRUE
THE MIC-BIT SUM IMMEDIATELY

PRECEDING THE
PRESENT ONE?
(WAIT27)

WAS THE
DATA ACCUMULATOR
IDENTICALLY ZERO
LAST BIT?
(DLAC = O}

WAS THERE

FALSE A DATA TRANSITION?

Figure A-4.

{DEST # DLST)

Bit Tracking Algorithm
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SET FLAG INDICATING THERE
WAS A DATA TRANSITION

!

DEMODULATE THE MID-8IT SUM
AND ACCUMULATE THE RESULT

MEST = MEST » DEST « MLST

O |

SAVE THE CURRENT MID-8IT SUM

MLST = MACC

'

INITIALIZE THE MID-BIT
ACCUMULATOR

MACC = 0

RESET THE FLAG
IDENTIFYING THE MID-BIT

WAS THE
LoCAL BIT

SUM MACE DURING THE
BUMPED BIT

WALT2 » FALSE

TIMING BUMPED DURING
THE MID-8IT SUM IMMEDIATELY
PRECEDING THE
PRESENT ONE?
IWAIT2Y

1S

THE BS BUMP
FLAG SET?

WaAIT1?)

TRUE

1

WAITY = FALSE
WAIT2 = TRUE

]

IS THE FALSE
DATA TRANSITION L

FLAG SET?

Figure A-4.

Bit Tracking Algorithm (Continued)

10-15




|

INITIALIZE THE NO DATA
TRANSITION COUNTER

TRAANCT =0

WAS
THIS THE
EMGHTH TRANSITION?
{BENT = Q)

INCREMENT THE
TRANSITION COUNTER

BSCNT = BONT +1

CALCULATE THE
ADJUSTMENT TO BE MADE
TO THE 85 REFERENCE

8S BUMP » MEST + 2856L

01D THE

MOST RECENT
DATA TRANSITION
OCCUR MORE THAN
&4 BITS AGO?
(TRANCT > 64}

FALSE

TRUE

i

INCREMENT

TRANSITION COUNT

THE NO DATA

TRANCT =

TRAANCT +1

SET THE BS BUMP FLAG

SET THE BS BUMP FLAG

WAITY = TRUE

WAITY= TRUE

INITIALIZE MEST

INITIALIZE MEST

MEST =0

MEST =0

l

1

Figure A-4. Bit Tracking Algorithm (Continued)
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1 )

INITIALIZE THE
TRANSITION-COUNTER

INITIALIZE THE
TRANSITION COUNTER

BCNT = -7

BCNT = =7

1

LIMIT THE S12ZE OF THE
ADJUSTMENT TO THE
BIT TIMING TO 2 14 Tg

INITIALIZE THE NO DATA
TRANSITION COUNTER

-NSB4 < BS BUMP < «<NSB4

TRANCT =0

r

PERFOAM ADJUSTMENT
TO THE LOCAL TIMING

FORCE ADJUSTMENT
TO THE LOCAL TIMING

SCNT « SCNT « 85 BUMP

SCNT = NS84 + 1

Qo
ADJUSTMENT
CAUSE A SKIP TO THE
ENO-QF-8IT?
{SCNT = N5B2)

L

() /i\
Ny

FALSE

INITIALIZE THE SUBC
SAMPLE COUNTER

SCNT =4

Figure A-4.

Bit Tracking Algorithm (Continued)
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\I/

ACCUMULATE DATA SAMPLES
OF THE COMMAND SIGNAL
IN THE DAT ACCUMULATOR

DACC = DACC + ADC (D)

!

FALSE
END-OF-BIT?

1547

ISIT
TIME TO DO THE
LOCK CALCULATION?

()

TIME TO QUTPUT
THE AGC CONTROL WORD &
TLM [SNR) DATA?

SET THE FLAG TO BYPASS
THE LOCK CALCULATION

15 THE
NEXT UNBUMPED
BIT THE EIGHTH ONE?
(ACNT + 1= 8]

FALSE

SET THE FLAG TODENOTE
END OF THE AGC UPDATE -
INTERVAL - ASSUMES THERE
WAS NQ ADMSTMENT TO
THE BIT TIMING THIS BIT

TOUT = TRUE

1

00 LOCK CALCULATION -
SEE LOCK DETECTOR

l ’ QUTPUT THE CONTROL
WORD TO THE AGC CIRCUIT

INITIALIZE LOCX
ACCUMULATOR

DOCC =0

l 1 ' |

Figure A~5.. Automatic:-Gain Control Algorithm
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‘ 4
QUTPUT TLM (SNR) DATA
TO THE /O CIRCUNT

!

RESET THE TOUT FLAG TO
INDICATE NOT.AT END OF
THE AGC UPDATEINTERVAL

TOUT = FALSE

r l -

INITEALIZE THE DATA
ACCUMULATOR

IS THE
FALSE 85 BUMP FLAG SET?

WAIT1?)

DACC» 0

A

1

RESET THE TOQUT FLAG SINCE
IT WAS INCORRECTLY-SET

TOUT = FALSE

INCREMENT THE COUNTER
FOR THE AGE UPDATE INTERVAL

ACNT « ACNT +1

ACCUMULATE THE ABSOLUTE
VALUE OF THE DATA
ACCUMULATOR TOTALS

IN THE LOCK ACCUMULATOR

DOCC = DDCC + |DLACH

SCALE THE LOCK
ACCUMULATOR

soocc = pocc = 2E5CL

i

DETEAMINE THE GAIN ERROR

GERR = SDDCC - RAGC

l

IS1T
TIME TO OUTPUT
THE AGC CONTROL
WORD?
(TOUT?)

FALSE
\S

INITIALIZE THE COUNTER FOR
THE AGC UPDATE INTERVAL

ACNT =0

; ]

Figure A-5. Automatic Gain Control Algorithm (Continued)
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RESET FLAG INDICATING
IT IS TIME TODO THE
LOCK CALCULATION

NTDL = FALSE

'

SCALE THE GAIN ERROR AND
ACCUMULATE THE RESULT

ENN.= ENN - [SDDCC - RAGC) + 2ACOF

!

PREPARE TO QUTPUT THE
TLM (SNR) DATA

DOCC = SDDCC

15 THE
CDU IN LOCK:

SET THE AGC.CONTROL
WORD TO ITS MAXIMUM
VALUE

Cw = 1018

i

SET THE ACCUMULATION OF
THE SCALED GAIN ERRORS
TO ITS MAXIMUM VALUE

ENN = 639

LOCK STATUS {2} = TRUE?
(LOCKN)

IS THE

ACCUMULATION OF
SCALED GAIN ERRORS LESS
THAN THE MAXIMUM
VALUE?

FALSE

ACCUMULATION OF TRUE

SCALED GAIN ERRORS LESS
THAN ZERO?

DETERMINE THE AGC CONTROL
WORD USING A LOGARITHMIC
TRANSFORMATION ON THE
ACCUMULATION OF SCALED

%

SET THE ACCUMULATION'OF THE
SCALED'GAIN ERRORS TO ZERO

ENN =0

!

SET THE AGC CONTROL WORD
TO ITS MINIMUM VALUE

()
ANy

GAIN ERRORS
CW = 1 (ENN) cws 1
/

Figure A-5. Automatic Gain Control Algorithm (Continued)
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SECTION 11

TEST RESULTS

To verify the design of the CDU, a large battery of tests were
conducted., The matrix of tests run is given in Table 11.0-1. The tests were
used to show that the CDU meets or exceeds the performance bounds specified in
[11-1]. The tests conducted were designed to determine the following quanti-
ties: Bit Error Rate (BER), Probability of False Acquisition, Probability of
De~Acquisition, Probability of Out-of-Lock, Probability of Acquisition, Sub-
carrier Jitter, Bit Sync Jitter, and Probability of Cycle Slip.

111 BER TESTS

The BER tests made up the majority of the testing. The results for
each data rate are shown in Figures 11.1-1 to 11.1-7. From the figures, the
following observations may be made:

(L) The degradation from ideal increases as ST/Ng decreases.
This is due to the fact that the AGC scaling was designed to
prevent the noise from saturating the ADC at an ST/Ng of
10.5 dB; at lower ST/Ng's, the noise can saturate the ADC
easier and cause ‘performance degradation.

(2) Even with the maximum doppler rate, the CDU operates inside
the 1.1 dB envelope the design requirements allow. 'In
general, the CDU is around 0.5 dB off of theory.

11.2 PROBABILITY OF FALSE ACQUISITION

The probability of false acquisition: is the probability that the
CDU will experience two consecutive eight~bit periods in which the lock detec-
tor value will be above the lock threshold. Since each eight-bit period is
independent of all the others, the requirement is alse valid for a limit on
the single eight-bit period. The requirement that the CDU must meet is that
the probability for a single period must be less than 1.0 x 10~2,

The tests were run, with an input noise voltage of 2.5 Vipg for
each data rate; no false acquisitions were observed. To provide a one-sided
90% confidence interval for these measurements, we use the following formula
[11-2]:

p = % X 1n (1 - ¢) (11.2-1)
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Table 11.0-1.  CDU Breadboard Test Matrix

Data Data Rate Vg
Test Doppler Rate 500 250 125 62.5 31.25 15.625 7.8125 mVppg
BER/P(O0L)
10 dB 0 PN XX X R X X X 50
9 dB 0 PN X X .X X X X X 100
8 dB 0 PN XX X X X X X 200
7 dB 0 PN X X X X X X X 300
10 dB RATE PN X X X X X X X 50
9 dB RATE PN X X X X X X X 100
8 dB RATE PN XX X X X X X 200
7 -dB RATE PN X X XX X X X 300
10 dB + PN X X X X X X X 50
9-dRB + PN X.-% X X X X X 100
8 dB + PN X Xy XK. X X X X 200
7 dB + PN X X X X X X X 300
10 dB - PH X XXX X X X 50
9 dB - PN X X X X X X X 100
8 :dB - PN X XXX X X X 200
7-dB - PN X X X X X X X 300
PROB ACQ.
10 dB + ALT X X X X X 50
10 dB RATE ALT X X X X X X 50
10 dB - ALT X X X X X 300
9.dB + ALT X X X 100
8 :.dB - ALT X X X 200
7 dB + ALT X X X X 300
P(FALSE LOCK) 0 DNA X X X X X X X Vy=2.5V
SC JITTER
10:dB 0 PN X X 50
10 dB 0 PN X X 300
BS JITTER
10 dB 0 PN X X 50
10 dB 0 PN X X 300
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Table 11.0-1. . CDU Breadboard Test Matrix (Continued)

Data Data Rate Vg
Test Doppler Rate 500 250 125 62.5 31.25 15.625'7.8125 myrms
DROP LOCK:TIME
10.5 dB 0 PN X X X X X X X 50
10.5 dB 0 PN X X X X X X X 300
P(CYCLE SLIP)
6 dB 0 PN X 200
7 dB 0 PN X 200
8 dB 0 PN X 200
9 dB 0 PN X 200
6 dB + PN X 200
7 dB + PN X 200
8 dB + PN X 200
6 dB - PN X 200
7 dB - PN X 200
8 dB - PN X 200
6 dB RATE PN X 200
7 4B RATE PN X 200
8 dB RATE PN X 200
Where

RATE => Doppler rate
+ => + 0ffset
- => - 0ffset
0 => No Doppler
PN => Pseudo-noise sequence
ALT => Alternating Ones-Zeros

DNA => Does not apply
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Figure 11.1-1. BER Test Data Summary - Bit Rate = 500 bps
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BIT RATE 250 bps
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Figure 11.1-2. BER Test Data Summary - Bit Rate = 250 bps
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Figure 11.1-3.. . BER Test Data Summary - Bit Rate = 125 bps
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Figure 11.1-4. BER Teést Data Summary - Bit Rate = 62.5 bps
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Figure 11.1-5. BER Test Data Summary - Bit Rate = 31.25 bps
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Figure 11.1-6. BER Test Data Summary - Bit Rate = 15.625 bps

11-9



1x107 T I T |
BIT RATE 7.8125 bps
® NO Af
A +  Af
V -  Af
L] SWP Af
'Ix](Jm3
% 1107
P2 = 0.5 ERFC (ST/N) /2
1x1072 |-
11079 ! [ |
5 5 7 8 9 10
ST/N,, (dB)

Figure 11.1-7. BER Test Data Summary - Bit Rate = 7.8125 bps
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where
p = probability
n = number of tests or bits
¢ = percent confidence/100

In other words, from a test resulting in no errors in n bits (or bit periods),
we are 100% confident that p is the probability.

In our case, we divide the number of bits by eight to get the num-
ber of eight-bit periods tested and use this in equation 11.2-1, Table 11,2-1
presents the data and our 90% confidence probability for each of the data
rates.’ As can be seen, all rates easily meet the 1.0 x 10-2 requirement.

Table 11.2-1. False Acquisition Probability Confidence

Rate False Locks Bits Bit Periods P
500 0 1.4 x 106 1.75 x 10° 1.32 x 10-6
250 0 1.0 x 106 1.25 x 103 1.84 x 106
125 0 1.0 x 106 1.25 x 103 1.84 x 10-6
62.5 0 1.0 x 100 1.25 x 103 1.84 x 1076
31.25 0 1.0 x 106 1.25 x 10° 1.84 x 106
15.625 0 1.0x 106  1.25 x 10° 1.84 x 106
7.8125 0 1.0 x 106 1.25 x 102 1.84 x 10-6
11.3 PROBABILITY OF DE-ACQUISITION

The probability of de-acquisition is the preobability that the CDU will drop
lock within 27 bit times after the removal of the signal. The requirement on
this probability is that the probability of not dropping lock (one minus the
probability of dropping lock) be less than 1.0 x 1072-

The . tests were run and again no fallures were observed. Equation 11.2-1 is

used again to provide a 90% confidence probability. The regsults are given in
Table 11.3-1. As can be seen, the CDU meets this requirement.
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Table 11.3-1. De-Acquisition Prcbability Confidence

Rate Failures Number of Tests P
500 0 255 9.03 x 10-3
250 0 250 9.21 x 10-3
125 0 250 9.21 x 10-3
62.5 0 250 9.21 x 10~3
31.25 0 250 9,21 x 103
15.625 0 250 9.21 x 10~3

7.8125 0 250 9.21 x 103

11.4 PROBABILITY OF OUT-OF-LOCK

The probability of out-of-lock is the probability that for two con-
secutive eight-bit periods the CDU will be below the unlock threshold (and
declare an out-of-lock) when there is a signal. Since the eight-bit intervals
are independent, we are concerned about the probability of one eight-bit
period being below the threshold. The requirement that we must meet is for
this probability to be less than 5.0 X 1073,

The test were run and for the threshold conditions, no ocut-of-locks
were noted. Once again, equation 11.2-1 is used to arrive at a 90% confidence
probability for the data. Table 11.4-1 provides the test data and the result-
ing probabilities. As can be seen, the CDU is below this requirement.

11.5 PROBABILITY OF ACQUISITION

The probability of acquisition is the probability that the CDU
fails to indicate lock condition when the 176 bit long alternating ones-zeroes
pattern is transmitted. This probability is required to be less than
1.0 x 10~4. Tests were run at each bit rate with differing doppler condi-
tions; i.e., + doppler offset, - doppler offset, and doppler rate. Alsc, for
500, 31.25, and 7.8125 bps, data was taken at lower ST/Ny settings.

Once again, the data for 10 dB ST/Njp shows no failures. However,
to reach a 90% confidence level less than 1.0 x 10‘4, we would have to do
over 23000 tests. Given the current test setup, this is impossible. However,
it is obvious from the lack of any failures at 10 dB that the threshold
requirement is met. Table 11.5-1 provides the test data for 10 dB and the
corresponding 90% confidence probability. Table 11.5-2 gives the test data
for the three data rates that were tested for lower ST/Ngp's. Figures 11.5-1
to 11.5-3 plot the data in Table 11.5-2.

11-12



Table 11.4-1. Out-of-Lock Probability Confidence

Rate Qut-of-Locks Bits Bit Periods P
500 0 1.0 x 106 1.25 x 103 1.84 x 1073
250 0 5.0 x 103 6.25 x 104 3.68 x 10-3
125 0 1.1 x 106 1.34 x 103 1.72 x 10-3
62.5 0 8.0 x 105 1.00 x 105 2.30 x 10-3
31.25 0 2.8 x 106 3.46 x 103 6.65 x 10-6
15.625 0 1.4 x 106 1.74 x 105 1.32 x 103
7.8125 0 1.8 x 106 2.27 x 103 1.02 x 10-3
Table 11.5-1. Probability of Acquisition for 10 dB
Rate Failures Tests 90% P Prale
500 0 906 2.54 x 103 0
250 0 436 5.28 x 10~3 0
125 0 434 5.31 x 10-3 0
62.5 0 337 6.83 x 10-3 0
31.25 ] 350 6.58 x 103 0
15.625 0 170 1.35 x 1072 0
7.8125 0 450 5.12 x 103 0
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Table 11.5-2. Probability of Acquisition for Lower ST/Np

Rate ST/Ng (dB) Failures Tests Peale
500 7 0 268 0
500 8 0 243 0
500 9 0 231 0
500 10 0 906 0
31.25 7 54 202 2.67 x 10-1
31.25 8 1 160 6.25 x 10~3
31.25 10 0 170 0
7.8125 7 80 211 3.79 x 10°1
7.8125 8 13 200 6.50 x 102
7.8125 9 0 160 0
7.8125 10 0 450 0
11.6 SUBCARRIER JITTER

The subcarrier jitter test is a measure of the ability of the Sub-
carrier Tracking Loop to track the subcarrier in the presence of noise. In
Section 4.4.2, we calculated the jitter at an ST/Ng of 10.5 dB to be
6.77 degrees rms. From [11-1], the jitter is required to be less than
12.5 degrees rms.

To measure the jitter, the size of the subcarrier bump was statis-
tically measured. This was done by writing the subcarrier bump to a special
debug memory location and using a logic analyzer to read the value. The jit-
ter was then calculated from the standard deviation of this measurement using
equation 11.6-2: '

Jitter = Std. Dev. (clock cycles rms)

x Clock Cycle Period (sec/clock cycle)

(11.6-1)
x Subcarrier Frequency (cycle/sec)
X 360 (degrees/cycle)
Jitter = 1.1538 x (Std. Dev.) (11.6=2)
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PROBABILITY OF ACQUIRING

1.00 X X X X
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0.950 DATA RATE = 500 bps
0.925 I~
0.900 —
0.875 |~
0.850 i~
0.825—
0.800 —
0.775 +
0.750 I~
0.725 —
0.700 —
0.675
0.650 |~

0.625 —

0.600 I~

ST/N, (d8)

Figure 11.5-1. Probability of Acquisition - Bit Rate = 500 bps
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PROBABILITY OF ACQUIRING
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Figure 11.5-3. Probability of Acquisition - Bit Rate = 7.8125 bps
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Tests were run at two different data rates, at the minimum and
maximum input signal levels for each rate. These tests were run for ST/Nj
equal to 10 dB, so the jitter for the 10.5 dB threshold is better than the
measured results. The results are shown in Table 11.6-1.

As can be seen, the measured jitter is below the calculated jitter
of 6.77 degrees and well below the jitter requirement.

Table 11.6-1. Subcarrier Jitter, ST/Ng Equal to 10 dB

Rate Voltage (mVypmg) Jitter (deg. rms) Cale. Jitter (deg. rms)
500 50 4,92 6.77
500 300 6.00 6.77
31.25 50 6.19 6.77
31.25 300 5.88 6.77
11.7 BIT SYNCHRONIZATION JITTER

The bit sync jitter is a measure of the ability of the Bit Synchro-
nization Tracking Loop to track the bit epoch in the presence of noise.. The
requirement that the loop must meet is that the jitter be less than
22.5 degrees rms,

To measure the bit sync jitter, we use the same technique that we
used in calculating the subcarrier jitter: we write the bit sync bump (which
is in units of sample periods) to a special debug location in memory and use a
logic analyzer to read it. The measurements are accumulated and the standard
deviation is used to calculate the jitter from equation 11.7-2:

Jitter = Std. Dev. (sample periods rms)

x 27+ (pit/sample periods) (11.7-1)
x 360 (degrees/bit)

Jitter = lﬁ% x (Std. Dev.) (11.7-2)
2
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The 'bit sync jitter test was run for two data rates, 500 bps and
31.25 bps, and for two signal ‘levels; ‘50 ‘mVyyg and 300 ‘mVpyg, for each, at
an ST/Ny of 10 dB. The results are shown in Table 11.7-1, along with the
jitter calculated in Section 6.3. '

As can be seen, we are well below the required 22.5 degrees.

Table 11.7-1. Bit Sync Jitter; ST/Ny Equal to 10 dB

Rate Voltage (mVypg) Jitter (deg. rms) Calc. Jitter (deg. rms)
500 50 5.72 16.8
500 300 10.55 16.8
31.25 50 1.31 5.95
31.25 300 1.01 5.95
11.8 PROBABILITY OF CYCLE SLIP

The probability of cycle slip is the probability that the Subcar-
rier Tracking Loop will slip its phase reference by 180 degrees. This is
known as a cycle slip and the result is that the data is inverted. The
requirement specifies that the probability of having a cycle slip in any
128,000 bit sequence, at threshold ST/Np, is less than 1.0 x 10-3,

. From [11-3], we know that the probability of a cycle slip in a time
period is:

P =1- exp[-E(t-to)] (11.8-1)

P,y = S(t-ty) (11.8-2)

where

average rate of cycle slips (measured in slips/bit)

w
i

t-tg time period (measured in bits)
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Since cycle slips occur with very tiny probability at higher
ST/Np's (meaning that a test at higher ST/Ng's would take days), data was
taken for lower ST/Ng's and the cycle slip rate for 10.5 dB was extrapolated
from the plot of this data. Table 11.8-1 gives the data that was measured and
Figure 11.8-1 plots this data. All measurements were done for 500 bps.
Notice that no cyele slips were observed for ST/Ng of 9 dB. As can be seen
from Figure 11.8-1, if the results for 6 to 8 dB can be linearly extrapolated,
the cycle slip rate for 10.5 dB, no doppler, is 3.10 x 1079, Using equa-
tion 11.8-2, we would get a probability of cycle slip:of 3.97 x 10~4. How-
ever the problem with extrapolating is that the CDU is undergoing ADC satura-
tion at the lower ST/Ng's, so the extrapolated numbers will be higher than
the real numbers. The results at 9 dB (no slips) support this, suggesting
that the cycle slip rate is well below 3.10 x 10~9. Thus it is safe to say
that the CDU meets the probability of cycle slip requirement.

Table 11.8-1. . Probability of Cycle Slip

Number Number _
ST/Ng (dB) Doppler of Slips of Bits s
5 -5
6 None 10 3.91 x 10 2.56 x 10
7 None 10 3.00 x 10° 3.33 x 107°
8 None 5 1.02 x 10’ 4.90 x 10~/
9 None o 3.10x 106 0
5 -5
6 + Offset 17 2.38 x 10 7.14 x 10
7 + Offset 6 1.50 x 10° 4.00 x 10°°
8 + Offset 2 3.00 x 10° 6.67 x 10~/
9 + Offset 0 5.40 x 10° 0
5 -5
6 - Offset 12 4.65 x 10 2.58 x 10
7 - Offset 7 1.86 x 10° 3.77 x 108
- Offset 0 4.70 x 10° 0
5 -4
6 Rate 28 2.38 x 10 1.18 x 10
7 Rate 21 1.00 x 106 2.10 x 10'5
8 Rate 8 4.50 x 106 1.11 x 106
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Figure 11.8-1. Probability of Cycle Slip - Data Rate = 500 bps
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11.9 CONCLUSION

As the previous sections have shown, the breadboard model testing
results indicate that the CDU design meets all of the requirements of [11-1].
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